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C O N S P E C T U S


Proteomic studies have yielded detailed lists of protein components. Relatively little is known, however, of interactions
between proteins or of their spatial arrangement. To bridge this gap, we are developing a mass spectrometry approach


based on intact protein complexes. By studying intact complexes, we show that we are able to not only determine the stoi-
chiometry of all subunits present but also deduce interaction maps and topological arrangements of subunits.


To construct an interaction network, we use tandem mass spectrometry to define peripheral subunits and partial denatur-
ation in solution to generate series of subcomplexes. These subcomplexes are subsequently assigned using tandem mass spec-
trometry. To facilitate this assignment process, we have developed an iterative search algorithm (SUMMIT) to both assign protein
subcomplexes and generate protein interaction networks. This software package not only allows us to construct the subunit archi-
tecture of protein assemblies but also allows us to explore the limitations and potential of our approach. Using series of hypo-
thetical complexes, generated at random from protein assemblies containing between six and fourteen subunits, we highlight the
significance of tandem mass spectrometry for defining subunits present. We also demonstrate the importance of pairwise inter-
actions and the optimal numbers of subcomplexes required to assign networks with up to fourteen subunits.


To illustrate application of our approach, we describe the overall architecture of two endogenous protein assemblies iso-
lated from yeast at natural expression levels, the 19S proteasome lid and the RNA exosome. In constructing our models,
we did not consider previous electron microscopy images but rather deduced the subunit architecture from series of sub-
complexes and our network algorithm. The results show that the proteasome lid complex consists of a bicluster with two
tetrameric lobes. The exosome lid, by contrast, is a six-membered ring with three additional bridging subunits that confer
stability to the ring and with a large subunit located at the base. Significantly, by combining data from MS and homology
modeling, we were able to construct an atomic model of the yeast exosome.


In summary, the architectural and atomic models of both protein complexes described here have been produced in
advance of high-resolution structural data and as such provide an initial model for testing hypotheses and planning future
experiments. In the case of the yeast exosome, the atomic model is validated by comparison with the atomic structure from
X-ray diffraction of crystals of the reconstituted human exosome, which is homologous to that of the yeast. Overall there-
fore this mass spectrometry and homology modeling approach has given significant insight into the structure of two pre-
viously intractable protein complexes and as such has broad application in structural biology.
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Introduction
Many cellular processes are performed by stable protein com-


plexes, and recent predictions have estimated that up to 80%


of the yeast proteome exists in complexes with an average of


5.26 proteins.1 Using tandem-affinity purification (TAP) and


mass spectrometry (MS) to identify all proteins associated with


a particular TAP fusion protein, researchers have now puri-


fied several hundred putative complexes from yeast. Com-


mon to all these investigations is the use of standard


proteomics in which individual proteins are separated, typi-


cally on a 1D gel, and mass spectra of tryptic peptides are


used to identify proteins in databases.2 Subsequently com-


plexes are assigned according to the proteins that repeatedly


copurify with a particular TAP fusion protein. Direct contacts


between components however are not established beyond the


level of copurification, and subunit stoichiometry remains


unknown. Consequently an interaction map cannot be gener-


ated, and these data sets are not readily amenable to molec-


ular modeling.


To complement these standard proteomics methods, we


are developing a MS approach in which complexes are iso-


lated from cells and maintained intact throughout analysis. In


this way, complexes retain their overall architecture, enabling


us to establish not only mass spectra of intact complexes with


masses up to one megadalton but also their subunit stoichio-


metry and interaction map. To define the subunit interactions


within a complex, we use chemical cross-linking or perturba-


tion in solution, as well as dissociation in the gas phase to


generate multiple overlapping subcomplexes. Using a soft-


ware package developed in house, we assign the subunit


composition of these subcomplexes and determine the short-


est path network that connects all subunits. To validate this


approach and demonstrate the use of our software during var-


ious stages, we have used two complexes isolated from yeast,


the 19S proteasome lid and the RNA exosome. Without


recourse to known structural features and based on the inter-


action maps generated here, we extend our analysis by con-


sidering the location of homologous subunits. This enables us


to refine previous models3,4 and to generate the first atomic


model for the yeast RNA exosome.


A 3D Proteomics Approach
A brief outline of the approach taken in our analysis is shown


(Figure 1). The complex of interest is isolated via an affinity


purification of a tagged protein, typically either a His-tagged


or TAP-tagged subunit (step 1).5 The complex-containing solu-


tion is divided into three aliquots; two aliquots are used for


identifying subunits and determining the masses of the intact


subunits (∼4 pmol in total) and one for definition of the mass


of the intact complex and generation of subcomplexes (∼20


pmol total). The subunit identity is determined using standard


proteomics methods, typically polyacrylamide gel electro-


phoresis and sequencing of tryptic peptides from excised


bands (step 2).6 The masses of the intact subunits are then


determined (step 3) by recording a mass spectrum either at


low pH or in the presence of organic solvents, conditions that


denature the individual subunits. This is important since many


proteins are extensively post-translationally modified.7,8 The


third aliquot is exchanged into a buffer compatible with elec-


trospray in which the native state of the complex is main-


tained in solution (step 4).9 Careful control of the conditions


within the spectrometer is required to record a mass spec-


trum of the intact complex. This establishes the overall mass


of the complex as well as the existence of substoichiometric


interactors.


The next stage is to actively generate multiple overlapping


subcomplexes (step 5) either (i) by denaturing after chemical


cross-linking, (ii) by adding subdenaturing concentrations of


mild denaturants, (iii) by changing the ionic strength of com-


plex-containing solutions, or (iv) by dissociation of activated


complexes in the gas phase. Cross-linked complexes are sep-


arated on a denaturing gel, and cross-linked subunits are iden-


tified using standard proteomics methods.10 The addition of


subdenaturing concentrations of organic solvents disrupts


hydrophobic interfaces and consequently generates additional


subcomplexes in solution. Similarly, changes in ionic strength


can induce subcomplexes. Dissociation in the gas phase is


used to assign subcomplexes generated in solution.


The gas-phase dissociation process involves unfolding of a


peripheral subunit, released from the complex as a highly


charged individual protein subunit.11 Concomitantly, “stripped”


complexes are formed with lower charge than the original


complex. Practically therefore this dissociation process enables


identification of at least one protein subunit. The activation of


complexes in the gas phase also aids removal of associated


water or buffer molecules and consequently increases the


accuracy of the mass measurement over those of inactivated


complexes.12 As a final check on consistency, both masses


and charges of the monomeric subunits expelled and the


stripped complexes formed sum to the mass and charge of the


original ion isolated for tandem MS. We also use this gas-


phase dissociation process to determine the relative position


of subunits, reasoning that peripheral subunits dissociate pref-


erentially to those that make up the core.11,13 Our assump-


tions are that accessibility plays a key role in determining the


leaving subunit. We reason that unfolding of a core subunit is
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FIGURE 1. Flowchart describing the steps taken and approximate quantities of protein complex consumed and illustrated with data from
the two examples described here. The complex of interest is isolated via an affinity tag and column chromatography (step 1). The subunit
composition of the complex is determined using gel electrophoresis followed by tryptic digestion and MALDI TOF/TOF analysis and is
illustrated for the 19S proteasome lid with peptides derived from the subunit Rpn3 (circled, step 2). A C4 ZipTip was used to exchange the
complex into a low pH solution, and a spectrum of the denatured proteasome lid was used to determine the masses of intact subunits (step
3). After buffer exchange into ammonium acetate (10–1000 mM), a spectrum of the intact complex is recorded (step 4). Series A and B are
assigned to the intact 10-component complex (in this case, the 400 kDa yeast exosome) and to substoichiometric binding of components,
respectively. Denaturants were used to disrupt the hydrophobic core of the exosome generating a heterotrimer confirmed by tandem MS
(step 5). To assign subcomplexes, masses of subunits together with their stoichiometry are submitted to SUMMIT, and the search engine is
used to define possible compositions within a defined error (step 6). This list of subcomplexes is then submitted to SUMMIT for
determination of an interaction network (step 7) in which the area of each subunit is scaled according to its mass and the connections are
weighted according to the number of times they occur within the various networks. Red lines denote a weighted average of 1 implying that
they are present in all network solutions. From this network, a 3D model for the subunit architecture may be generated (step 8), and given
the availability of homologous protein structures in databases, an atomic model may be derived (step 9).
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highly unlikely since it will be stabilized by many noncova-


lent interactions. Our second assumption is that the activated


complex retains it solution-phase subunit connectivity. Both of


these assumptions are supported by a wealth of experimen-


tal data.14


The subunit composition of the subcomplexes generated,


either in solution or in gas phases, is assigned using our soft-


ware package SUMMIT (summing masses for interaction topol-


ogy, step 6). The algorithm used to perform this task involves


an exhaustive search for masses that sum to the target mass


over all allowed stoichiometries within a given error range


(Figure 2A). The output of this routine is a list of subcomplexes


that can be used to build an interaction network using man-


ual methods. However it is difficult to rule out the existence


of all possible networks compatible with the subcomplexes


observed. We have developed a network inference algorithm


FIGURE 2. Flow diagram depicting the various stages in SUMMIT and investigation of the mass accuracy and number of subcomplexes
required for our method. A list of known subunits and observed masses, together with any limiting information about their stoichiometry
and tolerance in mass measurement, is submitted (panel A). A recursive algorithm defines their composition and lists all acceptable protein
complexes, which are then submitted to the network algorithm. Subcomplexes are then deconstructed to generate common building blocks.
Interactions between the building blocks are generated and examined for consistency with experimental data. Potential interaction networks
are stored and refined by randomly switching and deleting interactions within and between networks. The output is an interaction network
with connections displayed as weighted averages. To explore the mass accuracy required for our method, unique complexes, dimers (0),
trimers (4) and tetramers (O), were selected at random from 100 complexes containing 6–14 subunits of unknown composition, submitted
to SUMMIT, and plotted as a function of mass error (%) (panel B). Similarly tetramers with unique masses (%) selected from the 100
complexes when the overall subunit composition of the 10-mer is established (gray circles), together with one subunit identified from
tandem MS (b), are plotted (panel B). To examine the number of complexes required to define interactions within a ring, a plot of
connections identified (%) as a function of the number of subcomplexes submitted to SUMMIT is shown (panel C). Error bars represent the
variance among five trials. A full description of the program is given in the Supporting Information.
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capable of considering all possible solutions (also contained


within SUMMIT, step 7). Taking a simplified approach, ignor-


ing the 3D aspect of protein complexes and deconstructing


complexes into their smallest possible protein building blocks,


we then generate all viable interactions between these build-


ing blocks. Subsequently, we order according to the number


of connections in each network. Our rationale is simply par-


simony, that the simplest description of the contact network


between proteins is most likely the correct one.


Defining the Limits of Our Approach


(i) Assigning Subcomplexes from Their Masses. One ques-


tion that arises is how accurate do masses have to be to


define the composition of a particular subcomplex? We use


SUMMIT to investigate how mass accuracy and knowledge of


the subunit composition affect our ability to define an over-


all topology map.


We created 100 hypothetical protein complexes, composed


of between six and fourteen subunits, with a uniform distri-


bution of masses from 10 to 50 kDa and generated sets of


100 protein dimers, trimers, or tetramers from these com-


plexes. These were submitted to SUMMIT, and the number of


unique masses within a given error limit for the different oli-


gomers was recorded (Figure 2B). Errors of ∼1% are typical for


hetero-oligomeric complexes of up to 1 MDa from mass mea-


surement alone.12 The results show that within these error


limits no tetramers and <16% and >70% of trimers and


dimers, respectively, have unique masses. We can conclude


therefore that it is not possible, in general, to assign subcom-


plexes with more than three subunits from intact mass alone.


To mimic the situation encountered in our method, we


then considered 100 randomly generated tetramers exam-


ined in a tandem MS experiment. From this experiment, it is


possible to achieve mass measurement errors that are much


lower than those from mass spectra alone (typically 0.1%).


Within this limit and given the masses and stoichiometry of all


the subunits within the parent complex (e.g., from spectra of


the denatured and intact protein complexes, respectively), we


find that this restriction enables us to define ∼55% of tetram-


ers within an error limit of 0.1%. Knowledge of the overall


subunit composition and identification of one component


within the tetramer, from a tandem MS experiment, increases


our definition further such that it is possible to assign >83%


of tetramers. These examples highlight the necessity for tan-


dem MS for assigning one component and reducing errors in


mass measurement.


(ii) Numbers of Subcomplexes. To examine the mini-


mum numbers of subcomplexes required to define interac-


tions, we performed a series of experiments on networks of


proteins. Two 10-mer complexes were considered: (i) a ring


similar to the arrangement of the yeast exosome4 but with


seven subunits in the ring rather than six and three periph-


eral subunits connected to the outside of the ring and (ii) a


bicluster, similar to the arrangement of the yeast 19S protea-


some lid,3 with two clusters of four or five subunits. We tested


the ability of the algorithm to determine subunit contacts by


randomly generating six to fourteen dimers, trimers, or tet-


ramers from each decamer and inputting these subcomplexes


into our network inference algorithm. Interactions with


weighted averages greater than 0.5 present in the original


complex were recorded (see Supporting Information). Similar


results were obtained for the bicluster (data not shown) and


the ring complex (Figure 2C). Interestingly tetrameric subcom-


plexes allow only ∼75% accuracy at most, and increasing the


number of tetramers above 12 does not improve the num-


ber of correct interactions determined. By contrast 13 dimers


enable complete prediction of all interactions of the ten pro-


teins in the ring complex. Together, these results demonstrate


that dimers are most readily assigned via tandem MS and


mass measurement and also the most informative for defin-


ing network connections.


To explore the use of the assignment and network algo-


rithms during the various stages of analyses, we apply our


approach to two endogenous yeast complexes isolated at nat-


ural expression levels. Although there is evidence for topo-


logical features within the two complexes selected, the 19S


proteasome lid and the exosome consist of a bicluster15 and


a ring,16 respectively, we did not include this knowledge in


our analyses.


An Interaction Network for the 19S
Proteasome Lid
After isolation of the 19S proteasome lid complex via a His-


tagged Rpn11 subunit, the composition of the complex was


validated using standard proteomics methods, and the sub-


unit masses were established from a denatured spectrum.3 A


further aliquot was equilibrated in volatile buffer prior to anal-


ysis of the intact complex. The mass determined for the intact


complex is consistent with a single copy of each of the nine


subunits as well as the existence of substoichiometric bind-


ing of Rpn6 and a subcomplex consisting of four proteins (Fig-


ure 3A). Tandem MS showed that Rpn6, -9, and -12 dissociate


readily from the complex. From the overall mass of the tet-


rameric subcomplex, there are two possible tetramers contain-


ing either Rpn5, -6, -8, and -9 or Rpn3, -7, -9, and -12 within


an acceptable mass error (0.18%). To distinguish these pos-
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sibilities, we carried out tandem MS. Results showed that


Rpn5, -6, or -9 could be dissociated readily from the com-


plex, confirming that the complex has the composition Rpn5,


-6, -9, and -8 and that Rpn5, -6, and -9 are peripheral. The


interaction network produced from this data set using SUM-


MIT shows that we cannot define the location of Rpn3, -7, or


-11 or Sem1 but that Rpn6, -5, and -9 occupy peripheral loca-


tions with Rpn8 at the center of the subcomplex (Figure 3A).


To supplement this information, we used a chemical cross-


linking strategy.10 After incubation with chemical cross-linker


bis(sulphosuccinimidyl)suberate (BS3) and separation of cross-


linked subunits on a 1D gel, tryptic peptides enabled us to


define six different subcomplexes. In this approach, neighbor-


ing subunits are identified through comigration of cross-linked


proteins and not from cross-linked peptides. Consequently


binding sites within subunits are not defined, but additional


subcomplexes can be characterized. The interaction network


deduced from cross-linking demonstrates high-confidence


interactions between Rpn3, -5, and -7 and Sem1 (all with


weighted averages g0.5). Combining both data sets gives a


total of 14 subcomplexes (6 from cross-linking and 8 from MS


alone). Submitting these to SUMMIT yields a network in which


7 of the 9 proteins are located with high confidence (Figure


3B). The only exceptions are subunit Rpn11, which can inter-


act with either Rpn3, -5, or -8, and subunit Rpn12, which is


readily lost from the complex.


Previously, to define the locations of Rpn11 and -12, we


supplemented our model3 with data from yeast two-hybrid


FIGURE 3. MS of the intact 19S proteasome lid, together with interaction networks generated during the analyses and the final model
proposed from duplication of a tetrameric cluster. The mass spectrum of the intact lid (right-hand side) shows a major charge state series
(43+ to 48+) and a second series assigned to an intact complex in which Rpn6 is absent (labeled /) (panel A). A subcomplex, charge state
series (32+ to 35+), is assigned to a tetramer containing Rpn5, -6, -8, and -9. Tandem MS of the 47+ charge state gives rise to individual
subunits at low m/z (not shown) and stripped complexes between 10 000 and 18 000 m/z (left-hand side, panel A). These are assigned to
complexes in which a single subunit has been expelled, either Rpn6, -9, or -12. From this tandem MS and that of the tetrameric subcomplex,
we can generate a network that defines the peripheral subunits Rpn 5, -6, -9, and -12 and locates interactions between Rpn5 and -8 within
the tetrameric subcomplex. Red lines indicate a weighted average >0.8. Four of the subunits are clustered together within the network (Rpn
3, -7, and -11 and Sem1) and cross-linking defined their interactions. Combining both data sets leads to the overall interaction network
(panel B) in which interactions of 7 of the 9 subunits are placed with high confidence. Considering homologous subunits suggests that this
complex may have evolved via duplication of two homologous structural lobes (panel C). Rotation to form a face-to-face conformation and
interactions with Sem1, defined by cross-linking, and Rpn10, taken from yeast two-hybrid analyses,17 complete our 3D model.
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analyses.17 An alternative approach is to consider the com-


plex in terms of homologous subunits. Initially, we predicted


the fold types by sequence comparison methods. Eight of the


nine subunits share considerable homology. Rpn8 and -11


contain metalloproteinase domains, while Rpn3, -5, -6, -7, -9,


and -12 contain R-solenoid and W-helix motifs, often involved


in protein–protein interactions. Sem1, the smallest subunit,


shows no homology to proteins of known structure. Based on


this consideration, the subcomplex Rpn5, -6, -8, and -9 iden-


tified in the MS experiments would form one structural lobe


of the complex with Rpn8 occupying the central position. The


other structural lobe would comprise Rpn3, -7, -11, and -12,


in which Rpn11, the active subunit of the lid, occupies a cen-


tral position analogous to that occupied Rpn8. We construct


a homology-based model by rotating by 180° the subcom-


plex containing Rpn8, thus enabling interactions between


Rpn3 and Rpn5, identified by cross-linking. To complete our


model, we place the small nonhomologous subunit Sem1 in


contact with Rpn3 and -7 as defined by cross-linking (Figure


3C). To orient the lid on the base of the regulatory particle, we


place Rpn9 and -12 adjacent to Rpn10 from yeast two-hy-


brid analyses17 (Rpn10 was not present in our preparation).


This model satisfies all of the interactions found in our


topological map and the majority of the features proposed in


our previous model. The major difference is in the location of


Rpn11. In the symmetrical model, proposed here, Rpn11 con-


nects Rpn3, -7, and -12. These interactions are not supported


by yeast two-hybrid analyses or found in our MS analyses.


However, given the prevalence of duplication inside protein


complexes, such a model is satisfying from an evolutionary


standpoint. Recent studies have demonstrated that about 30%


of complexes determined by large-scale proteomics studies or


structural biology approaches contain subunit duplications,18,19


suggesting a prominent role for such events in complex evo-


lution.20 Interestingly in this model, proteins of a similar mass


occupy analogous positions further supporting their origin via


duplication. Overall, this example illustrates how an incom-


plete interaction map can be supplemented by knowledge of


homologous subunits enabling the definition of the 3D sub-


unit architecture, even though the molecular details of the


interactions cannot be predicted by homology.


The Subunit Architecture of the Yeast
Exosome
Isolation of the cytoplasmic form of the yeast exosome com-


plex was carried out using three different TAP-fusion proteins


(Dis3, Csl4, and Rrp41). Standard proteomics confirmed the


presence of all 10 subunits, and the mass of the intact com-


plex was consistent with each of the subunits being present as


a single copy within the complex. Initially, we used tandem


MS of the intact complex to reveal at least six different sub-


complexes, many related by losses of the same subunit (Fig-


ure 4a-f, shaded gray). The interaction network generated


from this data set suggests that five of the ten subunits are


labile in the gas phase. The remaining subunits are not


released, implying that they are located in the core.


To define the remaining interactions, we used subdenatur-


ing concentrations of organic solvents. Under these conditions,


three pairwise dimers (i-iii) were formed, as well as subcom-


plexes in which core subunits had been displaced in solution


(viii–xiii). In total, 13 subcomplexes were submitted to SUM-


MIT (Figure 3 blue-shaded). From the interaction network gen-


erated from this data set, we find that interactions with Csl4


and Rrp4, both lost readily in the gas phase, are not well


defined but that pairwise dimers enable definition of four


interactions with high confidence.


If we combine the two data sets, using in total all 21 sub-


complexes shown in Figure 4, we obtain the overall interac-


tion map (panel C). This network differs from that published4


since previously we used only those confirmed by tandem MS


and constrained our solution to the ring topology defined by


EM. Here we wanted to explore the use of the network in


determining unknown topological features and found that we


are able to define eight high-confidence interactions (weighted


averages g0.5). From this network, we can place the three


peripheral proteins (Csl4, Rrp4, and Rrp40), which make com-


mon interactions with Rrp43, Rrp42/41, and Rrp45/46,


respectively, such that they bridge the interactions between


the heterodimers. Dis3, the largest subunit, interacts with


Rrp45/41 and is placed on the opposite face to the bridging


subunits, from spatial constraints, allowing us to construct our


final model.


Homology Modeling of the Yeast Exosome
and Proteasome Lid
We aligned the yeast exosome and 19S lid proteins to those


of known structure using the HHSearch suite with default


parameters.21 It was not possible to build a model of the 19S


lid due to the absence of homologous proteins of known


atomic structure. For the exosome, homology models for each


protein subunit were obtained separately using Modeller with


default parameters.22 With these settings, models are opti-


mized with the variable target function method with conju-


gate gradients. We did not attempt to increase the quality of


individual subunit models by modeling them together, mini-


mization, or molecular dynamics because the majority of prior
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research and assessment suggests that this has little effect on


the quality of the model and can make models worse.23 We


found suitable templates for the three KH/S1RNA binding sub-


units of the exosome (Csl4, 80–292, 73% of the sequence;


RRP4, 52–273, 62%; RRP40, 1–237, 99%) and the six RNase


PH domain subunits (MTR3, 11–249, 96%; RRP41, 23–245,


91%; RRP46, 2–219, 98%; RRP45, 6–304, 98%; RRP43,


17–393, 96%; RRP42, 2–264, 99%). Note that models nor-


FIGURE 4. MS and subcomplexes of the yeast exosome, isolated using different tagged subunits. Spectra of the exosome subcomplexes are
generated by gas-phase dissociation or disruption in solution (left- and right-hand panels, respectively). Subcomplexes generated in solution
(blue) and gas phases (gray) are grouped if common subunit losses occur. The interaction network generated from the complexes formed in
the gas phase defines the labile, peripheral proteins (panel A). High-confidence interactions for the pairwise dimers and the peripheral
protein Rrp40 are seen in the network generated from the solution-phase data set (panel B). Incorporating both data sets leads to high-
confidence interactions for the pairwise dimers, the peripheral protein Rrp40, and the ring connections, the only exception being the
connection between Rrp43 and Mtr3, which is below 0.5. The peripheral proteins Csl4 and Rrp4 make fewer common interactions, but
symmetry and stability of interactions around the ring imply that these subunits bridge interactions between the remaining heterodimers.
Due to space constraints, we place Dis3 (gray) on the opposite face of the ring to produce our final 3D model.
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mally constitute a fraction of the protein. Models of the pro-


teins were superimposed on the structure of the archaeal


exosome (PDB code 2ba0), using the Stamp package.24


Our calculated model shows clearly the complimentarity of


the interactions in the intra-heterodimer interfaces and places


each of the bridging subunits between the heterodimers (Fig-


ure 5A).25 However, constraints determined by MS cannot dic-


tate whether the ring runs clockwise or counterclockwise,


meaning that one is faced with a choice of structural enanti-


omers. This is similar to problems with NMR, where


atom-atom distances alone cannot determine, for example,


whether an R-helix is left- or right-handed. In NMR, one


applies the knowledge that L-amino acids can only form a left-


handed helix. To select entantiomers here, one must look for


similar constraints; therefore, we also modeled the alterna-


tive entantiomer (Figure 5B). The intra-heterodimer interfaces


in this model are less complementary than in Figure 5A. More-


over the bridging subunits (Csl4, Rrp4, and Rrp40) are located


within the intradimer interfaces rather than the interdimer


interfaces as in panel A. This result is therefore not supported


by our data in which these subunits bind to and strengthen


interfaces between the heterodimers. Moreover, in the sec-


ond model, the active sites of the catalytically active (RNase


PH domain) subunits (Rrp41, Rrp46, and Mtr3) are pointing


toward the bridging subunits, contrary to the known orienta-


tion of the Rrp41 equivalent in the archael exosome.26 We


conclude therefore that model A is the best fit to our experi-


mental data and provides an atomic model of the yeast exo-


some and indeed agrees well with the structure of the human


exosome determined recently (see below).


Conclusions and Outlook
We have demonstrated the mass accuracy and optimal num-


bers and sizes of subcomplexes required to distinguish two dif-


ferent topological arrangements of complexes. Subsequently,


we applied our approach to protein complexes isolated from


yeast cells at normal expression levels. For the proteasome lid,


14 complexes were deduced and submitted to SUMMIT for


analysis. Of these, three were dimeric, four trimeric, and seven


tetrameric or larger. The absence of multiple dimers and tri-


mers meant that it was not possible to build a complete inter-


action map without using knowledge of structural motifs


within subunits. For the yeast exosome, three dimers, one tri-


mer, two tetramers, and 15 larger oligomers enabled a con-


fident prediction of the overall architecture. Given the three


heterodimers and the location of the bridging subunits, it is


tempting to suggest that in the absence other structural data,


we would have deduced a ring structure from our final net-


work model.


It is of interest to compare our findings with a recent MS


study of the yeast exosome27 and an X-ray structure of the


human exosome, formed by expression and reconstitution of


nine subunits.28 In the MS study, a number of subunits were


found to interact only weakly with the exosome. No attempt


was made to validate interactions proposed for the ring pro-


teins26 or their interactions with bridging subunits.27 A num-


ber of post-translational modifications were identified,


however, which, together with the 3D model proposed here,


enable interesting insights into the regulation of the exosome.


Six of the eight phosphorylation sites were identified on sub-


units Rrp46, Rrp43, Mtr3, and Csl4, all of which are located on


FIGURE 5. (A) Atomic models of the yeast exosome produced
using the subunit interactions determined here and from structures
of homologous proteins superimposed on the archaeal exosome
structure PDB 2ba0. The three heterodimers that constitute the ring
are shown in red (Rrp46/43), blue (Rrp41/45), and green (Rrp42/
Mtr3). Bridging subunits Csl4, Rrp40, and Rrp4 are colored gray,
pink, and yellow, respectively. The alternative arrangement of
subunits around the ring has the bridging proteins located within
the intradimer interface (model B) rather than the interdimer one.
Our observations are not consistent with this model, and we
conclude that panel A shows the correct atomic model of the yeast
exosome.
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the labile side of the ring. This implies a possible role for phos-


phorylation in regulating interactions between these subunits.


It is also of interest to compare the X-ray structure of the


reconstituted human exosome with our model for the in vivo
cytoplasmic form of the yeast exosome. The location of each


homologous subunit is identical in our atomic model, and the


structure is determined crystallographically (see Supporting


Information). Minor differences are observed in some of the


loops that are less structured in the model than in the X-ray


structure. Similarly the C-terminal helices are shorter in the


model than in the structure, because the model constitutes


only a percentage of the protein sequence. Overall, however,


interfaces within the ring and overall structural features are


extremely well-conserved between the model and the X-ray


structure.


Our model allows us to rationalize our experimental obser-


vations. The action of mild denaturants on the exosome can


be explained since the surface areas of interaction are appre-


ciably larger between the dimeric interfaces that are retained


compared with those that are disrupted. Moreover the rela-


tively low surface area of interaction calculated for Csl4 (682


Å2) compared with those of the other bridging proteins Rrp40


(1292 Å2) and Rrp4 (1106 Å2) explains the absence of Csl4 in


a large number of solution and gas-phase complexes of the


yeast exosome.


In summary, this MS approach, together with the software


designed to support it, holds promise for a variety of pro-


teomic investigations. It can be used either as a stand-alone


tool or in conjunction with bioinformatics and modeling to


generate 3D architectures or even atomic models of protein


complexes. This approach therefore advances current descrip-


tions of complexes bringing to these lists of interactors the


overall stoichiometry and presence of substoichiometric inter-


actors, as well as interaction networks and subunit architec-


ture. Importantly the close similarity between the X-ray


structure of the human exosome and the atomic model of the


yeast exosome demonstrates the potential for determining


atomic models of in vivo complexes in advance of high-reso-


lution structural data.


We acknowledge financial support from the EU 3D repertoire,


BBSRC, Waters Kundert Trust, and the Royal Society. We thank


Andrzej Dziembowski and Bertrand Séraphin for the exosome


and Xavier I. Ambroggio and Raymond J. Deshaies for the 19S


proteasome lid.


Supporting Information Available. A full description of the


SUMMIT program and additional figures showing the compar-


ison of the human exosome structure and the model of the


yeast exosome. This material is available free of charge via


the Internet at http://pubs.acs.org.


BIOGRAPHICAL INFORMATION


Tom Taverner graduated from Melbourne, Australia, and
obtained his Ph.D. from Cambridge, U.K. He is currently a post-
doctoral researcher at Stanford University, California.


Helena Hernández obtained her B.Sc. and Ph.D. from the Uni-
versity of Wales. She is currently a research associate at the Uni-
versity of Cambridge.


Michal Sharon received her first degree from the Hebrew Uni-
versity of Jerusalem and her Ph.D. at the Weizmann Institute of
Science. After a postdoctoral research fellowship at Cambridge,
she joined the Weizmnan Institute of Science as a senior lecturer.


Brandon T. Ruotolo obtained his B.Sc. in Chemistry from Saint
Louis University in 1999 and his Ph.D from Texas A&M Univer-
sity in 2004. He is currently a research associate at the Univer-
sity of Cambridge.
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C O N S P E C T U S


Transmission electron microscopes fitted with field-emission guns (to provide coherent electron waves) can be adapted
to record the magnetic fields within and surrounding nanoparticles or metal clusters, for example, the lines of force of


a nanoferromagnet encapsulated within a multiwalled carbon nanotube. Whereas most chemists are aware that electron
microscopy readily identifies crystallographic symmetries and phases, solves structures, and, in conjunction with electron
energy-loss spectroscopy, yields valence states and electronic information of materials, relatively few know that it can also
provide important quantitative information, with nanometer-scale spatial resolution, pertaining to such materials’ mag-
netic properties. In this Account, with the aid of representative examples embracing solid-state chemistry, geochemistry, and
bio-inorganic phenomena, we illustrate how off-axis electron holography affords deep insight into magnetic phenomena on
the nanoscale. Specifically, we describe the unprecedented level of information available regarding the magnetic nature of
magnetotactic bacteria, magnetic nanoparticle chains and chiral bracelets, and geochemically relevant phenomena involv-
ing exsolution (the un-mixing of two mineral phases, as in the magnetite-ulvöspinel system). It is, for example, possible
to reveal vortices and multidomain states that have no net magnetization in minute blocks of magnetite.


With the current burgeoning interest and activity in nanoscience and nanotechnology, our Account concludes with exam-
ples of some existing enigmas that electron holography, especially when augmented by the related technique of electron
tomography, might play an important experimental role in resolving, such as the occurrence of ferromagnetism in nano-
crystals of silver within carbon tubes and in clusters of alkali metals incarcerated within zeolites.


1. Introduction


In 1831, the founding father of magnetochem-


istry (and of field theory), Michael Faraday, pon-


dered the nature of magnetic lines of force and


illustrated their existence by sprinkling iron filings


on to a sheet of paper, beneath which he placed


one or more permanent magnets. One of the


actual patterns generated by Faraday and “fixed”


by him1 is shown in Figure 1a. A more recent


example of a similar pattern obtained from a sin-


gle bar magnet is shown in Figure 1b. Faraday’s
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experimental work prompted Maxwell to interpret lines and


tubes of force in a landmark paper2 on electromagnetism in


1856, an achievement that was to change the intellectual


framework of physics. Although the notion of lines of force


has subsequently been modified, the term is still used exten-


sively; see, for example, Tonomura’s work3 on the reconstruc-


tion of magnetic fields using off-axis electron holography. The


technique of electron holography, which is the subject of this


Account, can be used strikingly to demonstrate the nature of


magnetic vector fields, as may be seen in Figure 1c, which


shows the experimentally measured magnetic field of a


minute ferromagnetic crystal of iron encapsulated in a multi-


walled carbon nanotube,4 a nanoscale analogue of the pat-


tern shown in Figure 1b.


The principal aim of the present Account is to describe how


such fields may be ”captured” and to discuss the future poten-


tial of electron holography in the chemical sciences and nano-


technology.5 A powerful complimentary technique, electron


tomography, which can be used to yield three-dimensional


information about the shapes and sizes of materials with sub-


nanometer resolution, is mentioned briefly herein and


described in detail elsewhere.6


Although the word holography is nowadays popularly asso-


ciated with the three-dimensional reconstruction of objects via


coherent (laser) light of appropriate 2D photographs, the tech-


nique itself, proposed by Gabor,7 has its origins rooted firmly


in electron microscopy. Electron holography is based on the


formation of an interference fringe pattern or “hologram” in a


transmission electron microscope (TEM). In contrast to most


conventional TEM techniques, which are used to record only


the spatial distribution of image intensity, electron hologra-


phy also allows the phase shift of the high-energy electron


wave that has passed through the specimen to be measured.


The recorded phase shift can be used to yield information


about local variations in magnetic induction and electrostatic


potential in and around the specimen. It is possible, as shown


below, to separate these two contributions to the phase shift.


Here, we focus exclusively on the retrieval of magnetic infor-


mation from electron holograms, as the fields of nanoscience


and nanotechnology are now replete with numerous new


kinds of magnetochemical phenomena that may be suitable


for detailed study using this technique. For example, more


needs to be known about the local magnetic properties of col-


loidal nanocrystals of Fe,8 Co,9 and CoPt10 and about colloi-


dal ferrofluids and mixed-metal ferrites.11 The observed


exponential dependence of magnetization relaxation time on


nanoparticle volume has stimulated studies of the synthesis of


ferromagnetic nanoparticles for the purpose of magnetic stor-


age, as well as new molecular and metal oxide magnets. Pho-


toinduced magnetization in materials such as copper-


octacyanomolybdate,12 in addition to the phenomenon of


humidity-induced magnetization and magnetic pole inversion


in other cyano-bridged metal assemblies,13 may also merit


further investigation by some of the holographic procedures


that we describe.


It should be stressed that examination of some of the sys-


tems described will be a significant challenge and would push


holography toward its current limits. However, current and


future development of the technique should bring hologra-


phy to the point where these problems are soluble.


Recent studies using the “off-axis” mode of electron holog-


raphy have already yielded unprecedented insights into the


magnetic natures of magnetotactic bacteria14 (see section 3.2),


nanoparticle (magnetic) chains and chiral braceletes15 (sec-


tion 3.3) and geochemically relevant phenomena involving


exsolution (the unmixing of two mineral phases), as we


FIGURE 1. (a) Michael Faraday’s image of “magnetic lines of force”,
formed using magnets and iron filings (this image is shown in
Figure 24 on p 47 of ref 1), (b) a contemporary image similar to
that shown in panel a formed using a single bar magnet and iron
filings, and (c) magnetic phase contours recorded using off-axis
electron holography from a multiwalled carbon nanotube,
approximately 180 nm in diameter, containing a 36-nm-diameter
encapsulated iron crystal (in yellow). The contours, which were
generated from the phase image, were overlaid onto a bright-field
TEM image of the crystal.4
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describe for the magnetite-ulvöspinel system16 in section 3.4.


The technique is capable of imaging magnetization states


within individual magnetic particles, as well as magnetostatic


interactions between neighboring particles. Contour lines


placed on the magnetic contribution to the recorded phase


shift (as illustrated in Figure 1c) can be used to provide quan-


titative images of lines of projected in-plane magnetic flux


density with a spatial resolution approaching nanometers.


Moreover, since electron holograms are recorded in a TEM,


other analytical advantages prevail, including the ability to


identify crystallographic phases (from selected area electron


diffraction), compositions (from energy-dispersive X-ray emis-


sion or electron energy-loss spectroscopy),17,18 and sizes and


shapes (from electron tomography6,18).


2. Experimental Set-Up and Background
Theory19–21


The off-axis20,21 TEM mode of recording electron holograms


involves the examination of an electron-transparent specimen


using defocused illumination from a highly coherent field


emission gun electron source. The region of interest is posi-


tioned so that it covers approximately half the field of view.


The application of a voltage to an electron biprism results in


overlap of a “reference” electron wave that has passed through


vacuum with another part of the same electron wave that has


passed through the specimen, as shown schematically in Fig-


ure 2a. If the electron source is sufficiently coherent, then, in


addition to an image of the specimen, an interference fringe


pattern is formed in the overlap region, as shown in Figure 2b.


The amplitude and the phase shift of the electron wave that


leaves the specimen are recorded in the intensity and the


position, respectively, of the holographic interference fringes.


For studies of magnetic materials, a Lorentz lens (a high-


strength minilens) allows the microscope to be operated at


high magnification with the objective lens switched off and the


specimen located in magnetic-field-free conditions.


The recorded phase shift is sensitive both to the in-plane


component of the magnetic induction and to the electrostatic


potential in the specimen. If we assume that the specimen is


weakly diffracting (i.e., ignoring dynamical contributions to the


contrast) then the phase shift �(x) may be expressed in the


form18–21


�(x) ) CE∫ V(x, z) dz - ( eh )∫∫ B⊥ (x, z) dx dz (1)


where


CE ) (2π
λ )( E + E0


E(E + 2E0)) (2)


z is the electron-beam direction, x is a direction in the plane


of the specimen, B⊥ is the component of the magnetic induc-


tion perpendicular to x and z, V is the electrostatic potential,


FIGURE 2. (a) Schematic diagram illustrating the application of a
voltage to an electron biprism located close to a conjugate image
plane in the microscope, in order to overlap a “reference” electron
wave that has passed through vacuum with the electron wave that
has passed through the specimen, to form an off-axis electron
hologram and b representative off-axis electron hologram of five
20-30 nm cobalt nanoparticles obtained from the specimen
described in Figure 5 below.
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λ is the (relativistic) electron wavelength and E and E0 are,


respectively, the kinetic and rest mass energies of the inci-


dent electron. If neither V nor B⊥ varies along the electron-


beam direction in a specimen of thickness t, and in the


absence of electrostatic or magnetic fringing fields outside the


specimen, equation 1 can be simplified as


�(x) ) CEV(x)t(x) - ( eh )∫ B⊥ (x)t(x) dx (3)


By use of eqs 1-3, information about V and B⊥ can be recov-


ered from a measured phase image.


Recent applications of electron holography to the charac-


terization of magnetic fields in nanostructured materials (e.g.,


ref 20) have almost invariably made use of digital recording.


Of particular interest for magnetic materials is the digital deter-


mination of the gradient of the phase image. The phase gra-


dient is directly proportional to the in-plane component of the


magnetic induction in the specimen, and a graphical repre-


sentation of the strength and direction of the local projected


in-plane magnetic induction may be obtained simply by add-


ing contours to the recorded magnetic contribution to the


phase image.


A great advantage of the digital analysis of electron holo-


grams is that the magnetic and mean inner potential contri-


butions to the observed phase shift can often be separated


readily. The most practical approach to this involves perform-


ing a magnetization reversal experiment in situ in the elec-


tron microscope by exciting the conventional objective lens,


and subsequently selecting pairs of holograms that differ only


in the (opposite) direction of magnetization in the specimen.


The magnetic and mean inner potential contributions to the


phase shift may be calculated by taking half the difference


and half the sum of the resulting phase images, respectively.


3. Specific Examples


3.1. Isolated Magnetite Crystal. We begin, for heuristic pur-


poses, by illustrating the application of off-axis electron holog-


raphy to the characterization of an isolated 50-nm-diameter


single crystal of magnetite (Fe3O4) from a bacterial cell.


Figure 3a19 shows a high-resolution TEM image of the crys-


tal. Figure 3b shows its three-dimensional morphology and


orientation, determined by applying electron tomography6 to


a series of high-angle annular dark-field (HAADF) images


taken over an ultrahigh range of specimen tilt angles. In the


absence of significant shape anisotropy and interactions with


neighboring crystals, a crystal’s magnetic properties may be


dominated by magnetocrystalline anisotropy, the magnitude


and direction of which are known to change with tempera-


ture. Accordingly, magnetic induction maps were obtained


from electron holograms of the crystal acquired in magnetic-


field-free conditions both at room temperature (Figure 3c) and


at 90 K (below the Verwey transition22 for magnetite) (Figure


3d). Both panels c and d of Figure 3 show uniformly magne-


tized single-domain magnetic states, including the character-


istic return flux of an isolated magnetic dipole.23 Quantitative


analysis of the room-temperature phase image indicates that


the magnetization direction of the particle lies in the plane of


the specimen, close to a 〈111〉 crystallographic direction and


parallel to the longest diagonal dimension of the particle, con-


sistent with shape anisotropy dominating the magnetic state


of the crystal. Similar analysis of the recovered phase at 90 K


suggests that, at remanence, the magnetization direction in


the crystal is tilted out of the plane by ∼40° to the horizon-


tal. This direction is close to a 〈100〉 direction in the original


cubic crystal. Below the Verwey transition, the magnetocrys-


talline anisotropy of magnetite is known to increase in mag-


nitude and to switch from 〈111〉cubic to [001]monoclinic. The


results confirm the prediction that, in the absence of shape


anisotropy and interactions, magnetocrystalline anisotropy has


a significant effect on the remanence direction at 90 K.


3.2. Magnetotactic Bacteria. Magnetotactic bacteria typ-


ically contain single or multiple chains of crystals of magne-


FIGURE 3. (a) High-resolution image of an isolated faceted 50-nm-
diameter magnetite (Fe3O4) crystal from a magnetotactic bacterium
on a holey carbon TEM grid, (b) isosurface visualisation of a high-
angle annular dark-field tomographic reconstruction of the same
particle, and (c, d) magnetic induction maps recorded using off-axis
electron holography from the same particle, showing remanent
magnetic states at room temperature and at 90 K, respectively.24
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tite (Fe3O4) or greigite (Fe3S4) (see Figure 4a,b) that are


between 35 and 120 nm in length. In this size range, the crys-


tals are uniformly magnetized single magnetic domains at


room temperature, and the arrangement of the crystals in lin-


ear chains results in a magnetic moment that orients the bac-


terial cell parallel to the geomagnetic field in an aquatic


environment (thereby facilitating its search for a nutrient-rich


environment).


Many of the physical attributes of bacterial magnetosomes


have been discovered through the techniques of transmis-


sion electron microscopy:24 their natures, sizes, and crystal


structures, their strict alignment, their three-dimensional struc-


tures (from electron tomography), and their magnetic charac-


teristics (from off-axis electron holography). Examples of such


measurements are shown in Figures 4c-e for a double chain


of magnetite crystals. The magnetic induction map shown in


Figure 4e illustrates the highly optimized linear nature of the


magnetic field lines associated with a linear chain of magne-


tite magnetosomes.


3.3. Chiral Magnetic Properties of Self-Assembled
Cobalt Nanoparticle Rings. Whereas micrometer-sized rings


may be prepared by rapidly evaporating metal films, recently


it has been shown25 that nanoparticles of cobalt, when dis-


persed in dilute solutions of the surfactant C-undecyl-


calix[4]resorcinarene (see Figure 2 of ref 27), can self-assem-


ble into bracelet-like rings whose dimensions are below the


limits of conventional lithography.26 Such rings are expected


to form “flux-closure” (FC) magnetic states, in which the indi-


FIGURE 4. (a, b) Low-magnification bright-field images of
magnetotactic bacteria that were air-dried onto carbon TEM grids.
Each cell contains two pairs of double chains of magnetite (Fe3O4)
crystals. (c) Bright-field TEM image of one double chain of
magnetite crystals from a cell similar to those shown in panels a
and b. The white arrows correspond to directions in the crystals
that were identified as [111]. (d) Isosurface visualisation of a high-
angle annular dark-field tomographic reconstruction of the double
magnetosome chain shown in panel c. (e) Magnetic induction map
recorded at room temperature using off-axis electron holography
from the same double chain of magnetite crystals.24a,b


FIGURE 5. (a) Low-magnification bright-field image of self-
assembled rings and chains of Co nanoparticles deposited directly
onto a carbon TEM grid. Each particle has a diameter of between
20 and 30 nm. (b-e) Magnetic induction maps showing remanent
states in four different Co nanoparticle rings, recorded using off-axis
electron holography and displayed in the form of magnetic phase
contours formed from the magnetic contribution to the measured
phase shift. The outlines of the nanoparticles are marked in white,
while the direction of the measured magnetic induction is indicated
both using arrows and according to the color wheel shown in
panel f.27
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vidual magnetic dipoles align into a closed circuit and result


in a net magnetic moment of zero. These nanorings (or brace-


lets) are of interest for high-density information storage


devices, as they could function as bistable states with mini-


mal magnetic “cross-talk”.


Off-axis electron holography can be used to reveal the


magnetic induction associated with different distributions of


self-assembled cobalt nanoparticles.27 In particular, the hand-


edness of magnetic domain structures in cobalt nanoparticle


rings may be discerned readily, as shown in Figure 5b-e


where panels b and d are seen to be of the opposite sense to


panels c and e.


Based on electron holography observations, a statistical


sampling of FC states indicates26 an approximately 50:50 (i.e.,


racemic) mixture of clockwise and anticlockwise ground-state


configurations, to which the rings relax after exposure to a sat-


urating (2 T) out-of-plane magnetic field. It is significant that


in the context of nanotechnological applications, such chiral FC


states are stable at room temperature.


The formation of self-assembled aggregates (as seen in Fig-


ure 5a, in which chains and close-packed clusters of cobalt


crystals are seen in addition to bracelets) illustrates the fun-


damental principles of colloid chemistry.28


3.4. Magnetic Interactions in Intergrowths of
Ulvöspinel and Magnetite. Ulvöspinel (Fe2TiO4), which takes


its name from the Ulvö islands of northern Sweden,29 is a


common component of titaniferous magnetite iron ores that


occurs widely on Earth. Although the magnetite-ulvöspinel


system forms a complete solid solution16 at temperatures


above about 450 °C, intermediate bulk compositions can


exsolve during slow cooling to yield an intergrowth of single


domain or pseudo-single-domain magnetite-rich blocks sep-


arated by nonmagnetic ulvöspinel-rich lamellae.


Harrison et al.30 used off-axis electron holography to elu-


cidate the magnetic microstructure of a natural finely exsolved


intergrowth of submicrometer magnetite blocks in an


ulvöspinel matrix. Some of their key observations are repro-


duced in Figure 6. Figure 6a shows a chemical map (derived


from energy-filtered imaging) of a representative area of the


sample. Ulvöspinel-rich exsolution lamellae (red) subdivide the


original titaniferous grain into an array of magnetite-rich


blocks (blue). The profiles in Figure 6b,c, which were obtained


from the line marked with a short white arrow in Figure 6a,


show that little Ti is present in the blockssthey are essen-


tially pure magnetite. Harrison et al.30 used off-axis electron


holography to show that the individual blocks of magnetite


contain primarily single domain states. They also revealed the


magnetostatic interaction fields between them, as illustrated


in Figure 6d,e. These images illustrate the complexity of the


magnetic structure of this system: it is dominated by the


shapes of the blocks and by magnetostatic interactions. Mag-


netic superstates, in which clusters of magnetite blocks act col-


lectively to form vortex and multidomain states that have zero


net magnetization, are also visible in Figure 6d,e.


It has long been known31 that the microstructures of min-


erals are petrogenetic indicators. The remanent magnetiza-


tion is used by geophysicists to map the motions of continents


and ocean beds resulting from the dynamics of plate tecton-


ics. Electron holography has considerable potential in the field


of measuring both remanent magnetizations and magnetiza-


tion reversal mechanisms in rocks and for understanding min-


eral magnetism at the nanometer scale in general.32


3.5. Ferromagnetic Crystals Encapsulated in Carbon


Nanotubes. Jourdain et al.33 recently used off-axis electron


holography to study periodic inclusions of ferromagnetic metal


phosphide nanoparticles inside carbon nanotubes (Figure 7a),


which were grown by sequential catalytic growth to encapsu-


late iron, the binary alloy iron-nickel, and the ternary alloy


iron-cobalt-phosphorus as (catalyst) nanoparticles along the


lengths of multiwalled carbon nanotubes. Off-axis electron


holography was used to show that encapsulated Fe-Co-P


nanoparticles as small as 20 nm in size are ferromagnetic at


room temperature (Figure 7b-d), in accordance with the


expected magnetic properties of bulk metal phosphides of the


same structure and composition.


4. Concluding Remarks: A Brief Outline of
Some Current Chemical Phenomena
Worthy of Holographic Study and
Developments of the Technique


4.1. Detection Limits and Future Studies. The detection


limits, precision, accuracy, and spatial resolution of the mag-


netic signals that can be measured using electron hologra-


phy have been discussed by de Ruijter and Weiss,34 who


suggested that a practical phase precision of π/100 radians


may be achieved for a spatial resolution of 1-3 nm.34 In


material terms, this criterion corresponds to a detectable sig-


nal from a 3 nm particle with a remanent magnetization sim-


ilar to that of magnetite, equivalent to approximately 800 µB.


Given that electron holography has the ability to yield


quantitative and local information about nanoscale magnetic


properties in a highly spatially resolved manner, supple-


mented by other information pertaining to chemical compo-


sition, valence state, and atomic structure, there is


considerable scope for it to be applied to a variety of other
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chemical problems.35 Perspectives on possible problems that


could be tackled in the future are now outlined.


4.1.1. Ferromagnetism Exhibited by Certain Encapsu-
lated Nanoparticles of Metal. It is well-known36 that cat-


ionic clusters of alkali metals such as Na4
3+ and K3


2+ are


stable when “dissolved” within the cavities of microporous


hosts such as zeolite Y. When Nozue et al.37 reported that


clusters of potassium bound inside certain zeolitic hosts


exhibit ferromagnetism, it was greeted with surprise. The


cause of this behavior and why the loaded zeolite exhibits


spin-glass behavior remains enigmatic. It would be timely


if a detailed electron holographic study were undertaken to


establish the onset of ferromagnetism as a function of


uptake of the alkali metal. Similarly, the recent report by


Caudillo et al.38 that nanocomposites consisting of minute


particles of silver encapsulated in carbon nanospheres (∼10


nm diameter) show weak ferromagnetic behavior up to at


least room temperature could benefit from an electron


holography study to help clarify the physicochemical fac-


tors responsible for this. However, the sensitivity of the


technique would require improvement beyond current lev-


els to allow such a study to be worthwhile since such small


signals are involved here. Future development of electron


holography will therefore open doors to such studies.


FIGURE 6. (a) Chemical map of an exsolved titanomagnetite (Fe3O4-Fe2TiO4) sample obtained using elemental mapping at the Fe L2,3 and
Ti L2,3 edges in a Gatan imaging filter (GIF). The GIF separates electrons that have lost energy in the sample due to inelastic scattering from
elastically scattered electrons and refocuses them to form an image of the sample. The blue regions are magnetic and are rich in magnetite
(Fe3O4), while the red regions are nonmagnetic and rich in ulvöspinel (Fe2TiO4). The box corresponds to the region examined in detail using
off-axis electron holography. Panels b and c show line profiles obtained from the Fe and Ti chemical maps, respectively, along the solid line
marked in panel a. The short arrows mark the same point in the three pictures. (d, e) Magnetic microstructure of the boxed region in panel a
measured using off-axis electron holography. The two images correspond to different magnetic remanent states, acquired with the sample
in magnetic-field-free conditions.30
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4.1.2. The Ferromagnetism of Dilute Magnetic


Oxides. One of the most surprising discoveries in the field of


magnetism has been that nonmagnetic semiconductors and


insulators such as GaAs, ZnO, and TiO2 become ferromag-


netic at and above room temperature when they are doped


with transition metal cations such as V, Cr, Mn, Fe, Co, or Ni.39


This magnetism, which appears well below the cation perco-


lation threshold,40 cannot be understood in terms of the con-


ventional theory of magnetism in insulators. Even more


startling are claims that undoped films of these oxides are fer-


romagnetic or that they can become magnetic when doped


with nonmagnetic cations. This has prompted Coey41 to coin


the term “d0 ferromagnetism”. Fresh insights into the root


cause of these phenomena could be provided by the applica-


tion of low-temperature electron holography, to enable detec-


tion of such weak signals.


4.1.3. The Materials Chemistry of Self-Assembled


Nanocrystals. As described in section 3.3, inorganic col-


loids may nowadays be prepared in various self-assembled


forms. It is also possible to modify the precise shapes of col-


loidal nanoparticles (from spheres to disks to rods and,


more recently, to tetrapods42). There is little doubt that such


self-assembled nanocrystals offer great potential for creat-


ing materials with an interesting confluence of mechani-


cal, magnetic, optical, and electrical properties. Hardly


anything is known experimentally about the manner in


which the shapes of the individual nanocrystals that con-


stitute such assemblies dictate their nanomagnetic proper-


ties, something holography could address.


4.1.4. Magnetic Nanoparticles and Heterogeneous
Catalysis. A highly stable magnetically recoverable Pd cata-


lyst43 that is reusable for hydrogenation reactions can be pre-


pared by the immobilization of Pd on silica-coated


superparamagnetic magnetite nanoparticles. The catalyst


nanoparticles are spatially well distributed over the magnetiz-


able support surface, and they can be used to convert cyclo-


hexene to cyclohexane very efficiently under mild conditions.


The catalyst itself is readily recoverable with a permanent


magnet in the reactor wall and is reusable up to some 20


times. It would be easy to extend this strategy to a variety of


high-performance bimetallic nanoparticle catalysts (such as


Pd6Ru6, Pt10Ru2, and Ru6Sn44). Substantial practical improve-


ments could be envisaged if more were known (from


electron holography) about the magnetic properties of the sil-


ica-coated magnetite supports that are used, often under sol-


vent-free and otherwise mild conditions.


4.2. Prospects for Improving Time Resolution in
Electron Holography. In view of the many advantages that


accrue from time-resolved electron microscopy in general (see


the work of P. L. Gai et al.45 and A. H. Zewail et al.46) it is both


possible and timely to consider incorporating and improving


the temporal dimension in electron holographic measure-


ments. A real-time approach has been demonstrated by trans-


ferring electron holograms at TV rate onto a liquid-crystal


spatial light modulator located at the output of a Mach-
Zender interferometer.47 More recently, an all-digital system


that allowed reconstructed phase images to be displayed at


approximately one frame per second has been facilitated by


developments in computer speed.48


An example of where time-resolved electron holography


would be illuminating occurs in the rapidly growing field of


spintronics, where it becomes necessary to be able to follow


the interplay between transient and permanent radicals and


their role in governing the photomagnetic properties of vari-


ous molecular devices.49


4.3. Prospects for Magnetic Vector Field Tomography.
One of the major limitations of electron holography, as


described so far, is that it is able only to image the projection
of the in-plane magnetic field in the two-dimensional sample


plane. However, by combining the already complimentary


techniques of electron holography and electron tomography,6


the three-dimensional magnetic vector field may be recover-


able using suitable reconstruction techniques applied to two


or four tilt series of electron holograms. The magnetic phase


gradient of a sample (easily recoverable using electron holog-


raphy) satisfies the projection requirement for electron tomo-


graphic reconstruction of one component of the magnetic


FIGURE 7. (a) Off-axis electron hologram recorded from a
multiwalled carbon nanotube containing four periodically spaced
Fe-Co-P crystals and (b-d) magnetic induction maps recorded
using electron holography from crystals similar to those shown in
panel a and overlaid onto amplitude images: (b) 52 nm × 98 nm
particle; (c) 40 nm × 16 nm particle; (d) two particles in a
nanotube.33
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induction in three dimensions in the same way that material


or chemical properties do, and this is currently being exploited


to develop the technique and take nanomagnetic imaging into


the third dimension.
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C O N S P E C T U S


The frequent low abundance of architecturally complex
natural products possessing significant bioregulatory


properties mandates the development of rapid, efficient, and
stereocontrolled synthetic tactics, not only to provide access
to the biologically rare target but also to enable elabora-
tion of analogues for the development of new therapeutic
agents with improved activities and/or pharmacokinetic prop-
erties. In this Account, the genesis and evolution of the
Petasis-Ferrier union/rearrangement tactic, in the context of
natural product total syntheses, is described. The reaction
sequence comprises a powerful tactic for the construction of the 2,6-cis-substituted tetrahydropyran ring system, a ubiqui-
tous structural element often found in complex natural products possessing significant bioactivities. The three-step sequence,
developed in our laboratory, extends two independent methods introduced by Ferrier and Petasis and now comprises: con-
densation between a chiral, nonracemic �-hydroxy acid and an aldehyde to furnish a dioxanone; carbonyl olefination; and
Lewis-acid-induced rearrangement of the resultant enol acetal to generate the 2,6-cis-substituted tetrahydropyranone sys-
tem in a highly stereocontrolled fashion. To demonstrate the envisioned versatility and robustness of the Petasis-Ferrier
union/rearrangement tactic in complex molecule synthesis, we exploited the method as the cornerstone in our now suc-
cessful total syntheses of (+)-phorboxazole A, (+)-zampanolide, (+)-dactylolide, (+)-spongistatins 1 and 2, (-)-kendomy-
cin, (-)-clavosolide A, and most recently, (-)-okilactomycin. Although each target comprises a number of synthetic challenges,
this Account focuses on the motivation, excitement, and frustrations associated with the evolution and implementation of
the Petasis-Ferrier union/rearrangement tactic. For example, during our (+)-phorboxazole A endeavor, we recognized and
exploited the inherent pseudo symmetry of the 2,6-cis-substituted tetrahydropyranone product to overcome the inherent
chelation bias of an adjacent oxazolidine ring during the Lewis-acid-promoted rearrangement. In addition, we discovered
that a more concentrated solution of Cp2TiMe2 (0.7 versus 0.5 M in THF) with the addition of ethyl pivalate dramatically
improves the yield in the Petasis-Tebbe olefination. During the (+)-zampanolide and (+)-dactylolide programs, we observed
that the addition of trifluoromethanesulfonic acid (TfOH), especially on a preparative scale, was crucial to the efficiency of
the initial condensation/union reaction, while our efforts toward (-)-kendomycin led to the improved implementation of a
modified Kurihara condensation of the �-hydroxy acid and aldehyde involving i-PrOTMS and TMSOTf. Finally, the success-
ful deployment of the Petasis-Ferrier tactic in our synthesis of (-)-clavosolide A validated the viability of this tactic with
a system possessing the highly acid-labile cyclopropylcarbinyl moiety, while the challenges en route to (-)-okilactomycin
demonstrated that a neighboring alkene functionality can participate in an intramolecular Prins cyclization during the TMSOTf-
promoted union process, unless suitably protected.
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Introduction
Genesis of the Petasis-Ferrier union/rearrangement tactic for


construction of the ubiquitous 2,6-cis-tetrahydropyran moi-


ety often found in architecturally complex natural products


derives from the pioneering work of Robin Ferrier, who in


1962, introduced a powerful tactic for the construction of 2,3-


unsaturated glycosides, via Lewis-acid-promoted rearrange-


ment of 1,2-glycals in the presence of O-, S-, and N-linked


nucleophiles.1 This process, now termed the type I Ferrier reac-


tion (Scheme 1A), involves coordination of the Lewis acid to


the leaving group in 1 to induce the formation of allyloxocar-


benium ion 3, which is subsequently trapped by a nucleo-


phile to furnish the 2,3-unsaturated glycosyl product 4. In


1979, this synthetic tactic was extended to the type II Ferrier


reaction for the preparation of �-hydroxy cyclohexanones via


a mercury(II)-induced rearrangement of cyclic enol acetals


(Scheme 1B).2 In a similar fashion to the type I reaction, this


process proceeds via initial coordination of mercury(II) to the


exo-olefin of 5, with the capture of the resulting carbocation


by water to furnish 6. After fragmentation of the hemiacetal


(6) to form ketone 7, an intramolecular aldol leads to �-hy-


droxy cyclohexanone 8.


After 2 decades, the Petasis group reported an innovative


synthesis of tetrahydropyranols involving a similar rearrange-


ment cascade exploiting Al(i-Bu)3 as the promoter (i.e., 9 f


13; Scheme 1C). In essence, Petasis et al. migrated the oxy-


gen atom in the Ferrier substrate (9) into the ring.3 However,


because of the presence of �-hydrogens on the Lewis acid pro-


moter [Al(i-Bu)3], a nonstereoselective Meerwein-Ponndorf-
Verley reduction4 of ketone 12 ensues to furnish tetra-


hydropyranol 13.


Recognizing the considerable promise that the Petasis and


Ferrier rearrangements could play in the contexts of complex


molecule synthesis, we began a program in the late 1990s to


develop a three-step union/rearrangement tactic involving: (A)


condensation5 between a chiral nonracemic bis-silyated �-hy-


droxy acid and an aldehyde to afford a dioxanone (i.e., 14 +
15 f 16; Scheme 2), (B) olefination via either the Tebbe6 or


Petasis7 protocol, and (C) rearrangement via zwitterionic inter-


mediates 18 and 19 of the derived enol ether (i.e., 17), pro-


moted by a Lewis acid to furnish the 2,6-cis-substituted


tetrahydropyranone (i.e., 20). At the outset of this program, the


importance of the diastereoselectivity in the initial condensa-


tion between the �-hydroxy acid and aldehyde was not clear.


History now shows that this stereochemical question is not rel-


evant to the overall outcome of what we now term the


Petasis-Ferrier union/rearrangement tactic. In this Account, we


will describe the evolution of this reaction sequence begin-


ning with our phorboxazole synthetic venture, followed in turn


with applications to the total syntheses of (+)-zampanolide,


(+)-dactylolide, (+)-spongistatins 1 and 2, (-)-kendomycin, (-)-


clavosolide A, and most recently, (-)-okilactomycin.


(+)-Phorboxazole A
Our initial interest in the utility of the Petasis-Ferrier union/


rearrangement tactic involved the architecturally complex


marine natural product (+)-phorboxazole A (Scheme 3).8,9


Central to this venture was the need to access the two densely


functionalized 2,6-cis-tetrahydropyrans inscribed at C(11–15)


and C(22–26) in the phorboxazole macrocycle. Although what


we now term the Petasis-Ferrier union/rearrangement


appeared ideal, the utility and practicality of such a tactic in


SCHEME 1
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the context of complex molecule total synthesis had not been


demonstrated.


With this scenario in mind, disconnection of the C(1)-C(26)


macrocycle of (+)-phorboxazole A (21) at the C(2,3) and


C(19,20) olefins (Scheme 3), followed by further simplifica-


tion of tetrahydropyranones 24 and 25 via the Petasis-Ferrier


union/rearrangement transform led respectively to �-hydroxy


acids 27 and 28 and aldehydes 26 and 29.


We began with construction of the C(11–15) tetrahydro-


pyranone 25 (Scheme 4). After bis-silylation of �-hydroxy acid


(+)-28,10 condensation with aldehyde (-)-29 promoted by


TMSOTf furnished dioxanone (-)-30 in 78% yield with mod-


est diastereoselectivity [i.e., 3:1 diastereomeric ratio (dr)].


Treatment of the latter with the Petasis-Tebbe reagent7 (i.e.,


Cp2TiMe2) at 65 °C for 48 h led to a moderately stable enol-


acetal (-)-31 in 82% yield. Exposure of the latter to Al(i-Bu)3,


the promoter prescribed by the Petasis group, however, failed


to produce tetrahydropyran 32.10


We therefore undertook a model study with the simplified


enol acetals 34a and 34b to devise viable reaction conditions


(Table 1)). This study revealed that Me2AlCl was the optimal


Lewis acid promoter. Of importance, from the perspective of


complex molecule synthesis, the indiscriminate reduction of


the resultant ketone, as occurs with i-Bu3Al, was not observed.


Returning to the synthesis of (+)-phorboxazole A, we were


surprised to find that treatment of enol-acetal (-)-31 with


Me2AlCl again failed to deliver tetrahydropyranone 33
(Scheme 4). We reasoned that an unproductive chelation


event, involving the more Lewis basic acetal oxygen and the


SCHEME 3


TABLE 1.
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oxazole nitrogen, might preclude the rearrangement (Scheme


5).10 Forced to reconsider the strategy, we recognized the


inherent pseudo symmetry of the Petasis-Ferrier union/rear-


rangement tactic. That is, by simply switching the �-hydroxy


acid and aldehyde coupling partners, we could arrive at a new


substrate, wherein the oxazole nitrogen, by rotation about the


enol acetal-oxazole σ bond as in 44, might aid in directing the


Lewis acid to the requisite site to permit rearrangement to the


C(11–15) cis-substituted tetrahydropyranone (42).


We therefore prepared a second-generation Petasis-Ferrier


substrate via TMSOTf-promoted condensation between �-hy-


droxy acid (-)-46 and oxazole aldehyde 47, followed by


Petasis-Tebbe olefination (Scheme 6). Enol acetal (-)-48 was


obtained in 59% yield over the two steps. Pleasingly, expo-


sure of (-)-48 to Me2AlCl furnished tetrahydropyranone


(-)-25 in excellent yield (89%).10


Encouraged by these results, we turned to construction of


the C(22–26) cis-substituted tetrahydropyran 24 (Scheme 7).


From the outset, we envisioned using asymmetric aldol tech-


nology to install the C(23) methyl stereocenter in 24 via the


requisite �-hydroxy acid 27.11 However, to introduce the C(25)


equatorial methyl, extension of the Petasis-Ferrier rearrange-


ment would be required.12 Here, we envisioned that rear-


rangement of the cyclic Z-ethylidene enol acetal 49 would


proceed via a least motion pathway, involving a chair-like


transition state (cf. 51), to install the desired C(25) equatorial


methyl. The caveat of this approach however would be access


to the required Z-ethylidene acetal in a stereocontrolled fash-


ion.


The requisite dioxanone (+)-52 was prepared in 85% yield


as a mixture of diastereomers (i.e., 3.5:1 dr) via bis-silylation


of �-hydroxy acid (+)-27, followed by condensation with pro-


pargylic aldehyde 26 (Scheme 8). Not surprisingly, controlled


construction of the Z-ethylidene enol acetal proved challeng-


ing (Scheme 8). After surveying a variety of conditions, the ele-


gant Julia type-II olefination protocol,13 used to great


advantage in our first-generation spongistatin 1 synthesis,14


permitted access to 49. Specifically, DIBAL reduction of diox-


anone (+)-52, followed in turn by exposure to acetic anhy-


dride, treatment with ZnI2 and PhSTMS, and oxidation


furnished sulfone (+)-53 in 60% yield for the three steps. Julia


type-II olefination was then achieved via sulfone deprotona-


tion (n-BuLi), followed by treatment with 1,1-chloroiodoethane


and iso-propylmagnesium chloride. Elimination of the result-


ant Grignard intermediate (54) furnished ethylidene acetal 49


SCHEME 5


SCHEME 6
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in 95% yield, as a mixture of Z and E isomers (1:1). Unable


to effect separation, we exposed 49 as a mixture to Me2AlCl


to trigger the Petasis-Ferrier rearrangement. To our delight,


albeit also surprise, tetrahydropyranone (+)-24 was isolated as


a single diastereomer in 91% yield possessing the requisite


2,6-cis-disubstitution!12


Recall that we had postulated that the Z-ethylidene acetal


would undergo the Petasis-Ferrier rearrangement via a least-


motion chair-like transition state (Scheme 9). In doing so, the


methyl group of the Z-aluminum enolate would adopt a pseudo-


equatorial orientation to deliver the C(25) equatorial methyl


group. If the E-ethylidene acetal were to undergo a similar


rearrangement via a chair-like transition state (i.e., 57), the


acetal methyl group would adopt a pseudo-axial orientation


and thereby likely encounter a significant 1,3-diaxial interac-


tion with the C(23) methyl group. To circumvent this destabi-


lizing interaction, we suggest that the E-ethylidene acetal


adopts a boat-type conformation to deliver, upon rearrange-


ment, the desired C(25) equatorial methyl congener (+)-24.12


We view this reaction sequence as a divergent-convergent


event.


During the development of an improved second-genera-


tion total synthesis of (+)-phorboxazole A, a more efficient


three-step protocol for the Petasis-Ferrier union/rearrange-


ment was divised for the construction of (-)-25, thus improv-


ing the efficiency for multigram-scale advancement of


material.15 The improved protocol (Scheme 10) calls for a


more concentrated solution of Cp2TiMe2 (0.7 versus 0.5 M in


THF) in the Petasis-Tebbe olefination to decrease the reac-


tion time from 48 to 24 h. The rate increase minimizes the


decomposition products that occur because of prolonged


SCHEME 8


SCHEME 9
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exposure of the enol acetal to the Petasis-Tebbe reagent.


Employing ethyl pivalate (i.e., 60) as an additive in the olefi-


nation also greatly increases the reaction yield of enol acetal,


presumably by acting as a Cp2TiMe2 scavenger to prevent


unwanted [2 + 2] reactions between the product enol acetal


and the excess Cp2TiMe2.16


During our second-generation total synthesis of (+)-phor-


boxazole A, we also discovered during the large-scale prepa-


ration of (-)-25 that the Petasis-Ferrier rearrangement of enol


acetal (-)-48 led to a significant loss of the C(19) PMB group


to furnish alcohol (-)-59 (Scheme 10). Presumably, the


Me2AICI promotes this process. A careful screen of a variety


of reaction conditions revealed that addition of Cs2CO3 com-


pletely suppressed the loss of the PMB group. This observa-


tion, in conjunction with both the longer reaction times (i.e.,


2 h versus 5 s) required to complete the rearrangement and


literature precedent,17 suggests the formation of an aluminum-
carbonate complex, which renders the rearrangement easier


to control.


(+)-Zampanolide and (+)-Dactylolide
Our second encounter with the Petasis-Ferrier union/rear-


rangement tactic arose in conjunction with our synthetic inter-


est in (+)-zampanolide (61) and (+)-dactylolide (62), two


extremely scarce, architecturally complex sponge metabo-


lites18 of unknown absolute configuration possessing impres-


sive cytotoxicity (Scheme 11). Central to their structures is


incorporation of a 2,6-cis-substituted tetrahydropyran in an


unsaturated 20-membered macrolactone and an unusual


N-acyl hemiaminal side chain. Construction of the tetrahydro-


pyran provided another opportunity to explore the three-step


Petasis-Ferrier union/rearrangement. Success here would rep-


resent the first example employing an R,�-unsaturated cou-


pling partner (i.e., aldehyde 68).19–21


In this case, the Petasis-Ferrier rearrangement called for


construction of enol acetal 67. Toward this end, treatment of


�-hydroxy acid (-)-6912 with HMDS to furnish the bis-sily-


lated derivative (Scheme 12), followed by TMSOTf-promoted


condensation with aldehyde 68 led to (+)-70 in 82% yield


with excellent diastereoselectivity (i.e., 10:1 dr). The addition


of a catalytic amount of trifluoromethanesulfonic acid (TfOH,


5–15 mol%) proved essential when this transformation was


carried out on a large scale (ca. 5 g). Presumably, adventi-


tious water, more pronounced on a small scale, generates


TfOH in situ from TMSOTf, greatly accelerating dioxanone for-


mation. With dioxanone (+)-70 in hand, olefination provided


a mixture (i.e., 6:1 dr) of enol acetals, which upon exposure


to one equivalent of Me2AlCl at -78 °C triggered the


Petasis-Ferrier rearrangement to furnish C(11–15) 2,6-cis-
substituted tetrahydropyranone (+)-66 in 59% yield. A minor


amount of the C(11) trans isomer (12%) was also observed.


Presumably, the decreased steric demand of the C(11) sp2-


hybridized substituents reduces the destabilization of the 1,3-


diaxial interaction with the C(15) substituent in the chair-like


transition state, leading to the trans isomer of (+)-66.21


(+)-Spongistatin 1
In 2003, we disclosed our first-generation total synthesis of (+)-


spongistatin 1 (71; Scheme 13), a remarkably intriguing marine


antitumor macrolide; the synthesis proceeded with a longest lin-


ear sequence of 29 steps and in 0.5% overall yield.22 Although


pleased with this synthetic achievement, comprising an endgame


strategy involving the union of EF Wittig salt (+)-73 with ABCD


aldehyde (-)-74, we recognized that access to significant quan-


tities of (+)-spongistatin 1 (ca. 1 g), as well as analogues for fur-


ther biological evaluation, would require a more efficient,


scalable synthesis of the EF fragment. On the basis of our initial


SCHEME 11
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successes with the Petasis-Ferrier union/rearrangement tactic, in


conjunction with recognition of the 2,6-cis-fused tetrahydropy-


ranol inscribed in the spongistatin side chain, we redesigned our


EF synthetic strategy to entail the construction and union of three


fragments: aldehyde 76, 2,6-cis-substituted tetrahydropyran 77,


and dithiane (-)-78, with the latter employed in our first-gener-


ation synthesis for the stereoselective elaboration of ring E.


Construction of aldehyde 77 proceeded smoothly both in


high yield and diastereoselectivity via the TMSOTf-promoted


condensation of the bis-TMS-protected �-hydroxy acid of


(-)-79 and cis-4-heptenal to furnish dioxanone (-)-80


(Scheme 14). As observed in our (+)-zampanolide and (+)-


dactylolide ventures, the addition of a catalytic amount of


TfOH was critical for large-scale reactions. Subsequent meth-


ylenation and rearrangement under our now optimized


Petasis-Ferrier rearrangement conditions [i.e., 0.7 M


Cp2TiMe2/ethyl pivalate (10:1) in THF and then Me2AlCl/


Cs2CO3] furnished the 2,6-cis-substituted tetrahydropyranone


[(-)-81] as a single isomer in good yield for the two steps. The


stereochemical outcome was assigned by NOE analysis. Instal-


lation of the C(42) hydroxyl group was next achieved via treat-


ment of the potassium enolate derived from (-)-81 with


oxaziridine (+)-82 to furnish, after base-promoted epimeriza-


tion of the C(40) methyl group, R-hydroxy ketone (+)-83. A


five-step sequence comprising silylation, axial carbonyl reduc-


tion, bis-benzylation, oxidative removal of the p-methoxyphe-


nyl group (PMP), and Parikh-Doering oxidation23 completed


construction of aldehyde (+)-77 in a highly efficient manner


(cf. 85%). Most importantly, the second-generation synthesis


of the F ring exploiting the Petasis-Ferrier union/rearrange-


ment provided large-scale access (>15 g) of (+)-77 for our


ongoing gram-scale synthesis of (+)-spongistatin 1.


(-)-Kendomycin
To demonstrate further the utility of the Petasis-Ferrier union/


rearrangement tactic, we next took on the construction of (-)-


kendomycin (84), an architecturally novel polyketide


macrocycle derived from both Streptomyces violaceoruber and


various strains of Actinomycetes, displaying a variety of bio-


activities (Scheme 15). Particularly significant is the remark-


able cytotoxicity toward a wide series of human tumor cell


lines (HMO2, HEP G2, MCF7, and GI50 < 0.1 µM).24 From the


outset, we envisioned two synthetic scenarios based on ring-


closing olefin metathesis to construct the kendomycin mac-


rocyclic ring. Endgame A, inspired by the biosynthetic


SCHEME 13 SCHEME 14
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postulate proposed by Zeeck and co-workers,24 would rely on


the premise that hydrolysis of the C(1) methyl enol ether in 85
or a closely related congener would be followed by in situ


cyclization involving the C(19) ketone to furnish the thermo-


dynamically more stable C(19) lactol chromophore. Alterna-


tively, in endgame B, this advanced C(4a-19) chromophore


would arise from benzofuran 86 via an oxidation/hydration


sequence. Further disconnection of both 85 and 86 quickly


revealed cis-5,9-disubstituted tetrahydropyran 89, a common


intermediate for both endgames, to be an ideal target for the


Petasis-Ferrier union/rearrangement. Required here, however,


would be the construction of a sterically congested dioxanone,


assumed to arise via condensation of aromatic aldehyde 91
with �-hydroxy acid 90. Ethylidenation of the dioxanone car-


bonyl to introduce the requisite C(6) methyl group would then


be followed by execution of the Petasis-Ferrier rearrange-


ment as in our first-generation phorboxazole synthesis.


Having secured gram quantities of both aldehyde 91 and


�-hydroxy acid (+)-90, we turned to the Petasis-Ferrier union/


rearrangement to assemble tetrahydropyran 89 (Scheme


16).25 Condensation of 91 with the bis-TMS derivative of (+)-


90, promoted by TMSOTf, led at best to a modest yield of


dioxanone (+)-92 (ca. 59%), presumably because of the steric


congestion of the bis-ortho-substituted aldehyde 91. Fortu-


nately, a high yield (cf. 77%) of a single diastereomer [(+)-


85] could be obtained by employing the Kurihara


condensation protocol,26 involving the use of i-PrOTMS and


TMSOTf to effect in situ bis-silylation and in turn union of 91
with (+)-90. We now recommend the Kurihara protocol for all


dioxanone constructions. Continuing with the Petasis-Ferrier


tactic, initial attempts to execute a Takai ethylidenation27 of


the carbonyl in (+)-92 [e.g., CH3CHBr2; Zn/TiCl4/PbCl2-


(catalyst)], which upon rearrangement would directly install the


C(6) methyl group, proved unsuccessful because of complica-


SCHEME 15
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tions with the pendant terminal olefin, as well as proto-debro-


mination of the aryl bromide. Undaunted, we turned to


methylidenation of dioxanone (+)-92, which in turn would


require installation of the C(6) methyl following tetrahydropy-


ranone construction. Methylenation and exposure of the


resulting enol ether to Me2AlCl led to tetrahydropyranone


(+)-93 as a single isomer in high yield. Diastereoselective C(6)


methylation via the kinetically derived enolate, reduction with


NaBH4, and TBS protection of the resulting C(7) hydroxyl fur-


nished tetrahydropyran (+)-89. Subsequent coupling with


epoxide 95 and ring-closing metathesis (RCM), as proposed for


endgame A, completed construction of macrocycle (+)-94,


albeit solely as the undesired C(13,14) cis-olefin. The struc-


ture and relative configuration of (+)-94 were confirmed by


X-ray analysis.


Having obtained the undesired cis C(13,14) olefin in end-


game A, we turned to the alternative RCM substrate proposed


for endgame B (Scheme 15). Despite extensive efforts, we


were not able to couple advanced bromide (+)-89 with alkyne


(+)-96 via the Sonogashira reaction. Success was however


achieved upon the union of bromo aldehyde 91 with alkyne


(+)-96 to afford (+)-97 (Scheme 17). Subsequent condensa-


tion between (+)-90 and (+)-97 employing the Kurihara pro-


tocol26 led to dioxanone (+)-98 in modest yield. Moving for-


ward, Petasis-Tebbe methylenation and execution of the


Petasis-Ferrier rearrangement with Me2AlCl furnished tetrahy-


dropyranone (+)-99 in good yield. However, neither the


Grubbs nor the Hoveyda-Grubbs second-generation catalysts


proved effective for ring closure; only trace amounts (<5%) of


macrocycle 100 were observed by 1H NMR.


Fortunately, returning to endgame A, isomerization of the


trisubstituted olefin to the requisite E isomer proved possible


via a three-step sequence: cis-dihydroxylation of olefin (+)-


94, epoxide formation, and Sharpless stereospecific deoxy-


genation with WCl6/n-BuLi.28 Kendomycin [(-)-84] was then


secured upon execution of the Zeeck biosynthetic hypothe-


sis.24 In retrospect, one of the highlights of the (-)-kendomy-


cin synthetic venture was the application of the Petasis-Ferrier


rearrangement to construct a sterically encumbered tetrahy-


dropyran ring, thus further demonstrating the utility of this


method in complex molecule synthesis.


(-)-Clavosolide A
Continuing with our goal to demonstrate the utility of the


Petasis-Ferrier union/rearrangement tactic with increasingly


complex and/or sensitive synthetic targets, we initiated a pro-


gram directed at construction of the clavosolide family of


marine natural products (Scheme 18). In this case, our objec-


tive was to test the viability of the Petasis-Ferrier rearrange-


ment with a substrate possessing a highly acid-labile


functionality, namely, rearrangement of the cyclopropylcarbi-


nyl system.29
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The original structure of clavosolide A (i.e., 101), reported


by Faulkner and co-workers in 2002,30 is illustrated in


Scheme 18. However, following the first total synthesis of the


reported structure by Willis and co-workers,31 as well as obser-


vations made by Chakraborty and Reddy,32 the cyclopropyl


carbinyl stereochemistry required reassignment. Lee and co-


workers subsequently secured the revised relative configura-


tion (i.e., 102) via total synthesis, albeit misassigned the


absolute stereochemistry.33


From the retrosynthetic perspective, we envisioned that


removal of both glycosides and disconnection of the lactone


linkages would afford monomer 103. Further simplification of


103 would then involve the Petasis-Ferrier union/rearrange-


ment retron, leading to aldehyde 105, possessing the acid-


labile cyclopropylcarbinyl moiety and the �-hydroxy acid 106.


Prior to the reassignment of the relative configuration by


Willis and Lee, the requisite Petasis-Ferrier rearrangement


conditions were developed and optimized in our laboratory


with enol ether 107 (Scheme 19).34 Not surprisingly, because


of the lability of the cyclopropylcarbinyl moiety to rearrange-


ment under Lewis acid conditions,29 the Petasis-Ferrier rear-


rangement of 107 proved highly dependent upon the reaction


conditions. Careful experimentation revealed that an


extremely rapid addition of Me2AlCl to the enol ether at ambi-


ent temperature followed by rapid reaction termination was


required. Use of either slower and/or inverse addition proto-


cols, in conjunction with lower reaction temperatures, alter-


native Lewis acids (i.e., Me3Al), and/or additives (e.g., Cs2CO3


and DtBMP), led to either poor yields or no reaction!


With the conditions optimized, we turned to the revised


structure of (-)-clavosolide A. Condensation of aldehyde


(-)-105 and �-hydroxy acid (+)-106 promoted by TMSOTf


furnished dioxanone (-)-109 in 94% yield as an insepara-


ble mixture (i.e., 7:1 dr) of diastereomers (Scheme 20).


Pleasingly, the Petasis-Tebbe methylenation7 followed by


exposure of the resulting enol ether to the optimized rear-


rangement conditions developed for 107 led to tetrahydro-


pyranone (-)-104 as a single diastereomer in 65% yield


over the two steps, which was converted to (-)-clavosolide


A (102), thereby confirming assignment of the relative con-


figuration of Willis and Lee31,33 and permitting reassign-


ment of the absolute configuration.34 The successful


application of the Petasis-Ferrier union/rearrangement tac-


tic to a substrate possessing a highly acid-labile function-


ality again demonstrates and further extends the utility of


this tactic in complex molecule synthesis.


(-)-Okilactomycin
Our most recent application of the Petasis-Ferrier union/re-


arrangement comprises construction of (+)-okilactomycin


(110), a novel polyketide antitumor antibiotic isolated in 1987


by Imai and co-workers from a bioactive filtrate of Streptomy-
ces griseoflavus (Scheme 21).35 Although the connectivity and


relative configuration of (+)-110 had been confirmed by X-ray


analysis, the absolute stereochemistry was unknown at the


outset of this synthetic venture. Our initial interest in (+)-ok-


ilactomycin comprises a combination of the complex architec-


ture, the significant in vitro cytotoxicity, and the unknown


absolute configuration.


We initially envisioned (-)-okilactomycin (110) to arise


via oxidative elimination of a bis-selenide derived from 111
(Scheme 21), which in turn would arise via RCM, followed


by oxidation-state adjustment. Further simplification to tet-


rahydropyranone 113 would then permit application of the


Petasis-Ferrier retron to reveal the two requisite coupling


partners, �-hydroxy acid 114 and dimethyl acetal 115. The


SCHEME 19


SCHEME 20
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successful union of these two partners would represent the


first use of an acetal in the Petasis-Ferrier union/rearrange-


ment sequence, in conjunction with the presence of a steri-


cally demanding R-quaternary center.


After the preparation of gram quantities of both �-hydroxy


acid (+)-114 and dimethyl acetal (+)-115, we turned to the


Petasis-Ferrier union/rearrangement sequence. We quickly


discovered that the terminal C(3,4) olefin in (+)-115 prefer-


entially undergoes an intramolecular Prins cyclization36 with


the dimethyl acetal moiety during the TMSOTf-promoted con-


densation with �-hydroxy acid (+)-114 to furnish bicyclic prod-


ucts (+)-116 and (+)-117 (Scheme 22).


To combat the Prins process, we masked the terminal


olefin as the corresponding alkyl bromide [i.e., (+)-119] via


a hydrozirconation/bromination37 sequence (Scheme 23).


Pleasingly, the Petasis-Ferrier tactic now furnished the


desired tetrahydropyranone (+)-121, albeit in modest yield


(i.e., 28–32% over the three steps). Not withstanding the


modest yield, this sequence represented the first example


of the Petasis-Ferrier union involving both an acetal and a


sterically demanding, fully substituted, R center. The req-


uisite terminal olefin was then regenerated via conversion


to selenide (+)-122 followed by oxidative elimination.


Because of the competitive elimination of the bromide dur-


ing the Petasis olefination, resulting in several byproducts,


we investigated the use of selenide (+)-120 in the


Petasis-Ferrier sequence. To our delight, selenide (+)-120
was converted to (+)-122 in an improved 42–46% yield


for the three-step union/rearrangement sequence. With tet-


rahydropyranone (+)-122 in hand, conditions were subse-


quently developed for the conversion to RCM substate (-)-


112, followed by eventual preparation of (-)-okilactomycin


(110).38


Summary
The Petasis-Ferrier union/rearrangement sequence com-


prises a powerful tactic for the construction of the 2,6-cis-
substituted tetrahydropyran ring, a ubiquitous structural


element often found in architecturally complex natural


products possessing significant bioregulatory properties. The


three-step sequence entails condensation between a chiral,


nonracemic �-hydroxy acid and an aldehyde to furnish a


dioxanone, followed in turn by carbonyl olefination, and


Lewis-acid-induced rearrangement of the resultant enol


acetal to generate the 2,6-cis-disubstituted tetrahydropyra-


none system. To demonstrate the versatility and robust-


ness of the Petasis-Ferrier tactic in complex molecule


synthesis, we have exploited this method as a cornerstone


in our now complete total syntheses of (+)-phorboxazole A


(21), (+)-zampanolide (61), (+)-dactylolide (62), (+)-spong-


istatins 1 and 2 (71 and 72), (-)-kendomycin (84), (-)-cla-


vosolide A (102), and most recently, (-)-okilactomycin


(110). Studies to extend and expand the utility of the


Petasis-Ferrier union/rearrangement tactic, especially in the


SCHEME 21


SCHEME 22


SCHEME 23
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context of library synthesis of natural product-like com-


pounds, continues in our laboratory and will be reported in


due course.
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C O N S P E C T U S


A nonclassical heating technique using microwaves, termed “Bunsen burner of the 21st century”, is rapidly becoming popu-
lar and is dramatically reducing reaction times. The significant outcomes of microwave (MW)-assisted green chemistry endeav-


ors, which have resulted in the development of synthetic protocols for drugs and fine chemicals synthesis that are relatively more
sustainable, are summarized. The use of emerging microwave-assisted chemistry techniques in conjunction with greener reaction
media is dramatically reducing chemical waste and reaction times in several organic syntheses and chemical transformations. A
brief historic account of our own experiences in developing MW-assisted organic transformations, which involve various benign
alternatives, such as solid-supported reagents, and greener reaction media, namely, aqueous, ionic liquid, and solvent-free, for the
synthesis of various heterocycles, coupling reactions, oxidation–reduction reactions, and some name reactions are described.


Synthesis of Heterocycles. The synthetic chemistry community has been under increased pressure to produce, in an environ-
mentally benign fashion, the myriad of heterocyclic systems required by society in a short span of time, and one of the best options
to accelerate these synthetic processes is to use MW technology. The efficient use of the MW heating approach for the synthesis
of various heterocyclic compounds in aqueous and solvent-free medium is discussed.


Organic Named Reactions. The application of MW chemistry for various named reaction such as the Prins reaction, the Suzuki
reaction, the Heck reaction, the Aza-Michael reaction, Trost’s γ-addition, and the Cannizzaro reaction are summarized.


Synthesis and Application of Ionic Liquids. Ionic liquids (ILs), being polar and ionic, in character couple with MW irra-
diation very efficiently and are, therefore, ideal MW-absorbing candidates for expediting chemical reactions. MW-assisted
solvent-free synthesis and application of ILs are discussed.


Oxidation–Reduction Reactions. MW protocols using mineral oxides such as alumina, silica, and clay to immobilize reagents
on such solid supports have been extensively explored under “dry” media conditions. Various solvent-free examples of oxidation
reactions are discussed that involve mixing of neat substrates with clay-supported iron(III) nitrate (clayfen) or iodobenzene diac-
etate (IBD) as an oxidant; some interesting MW reduction protocols using borohydrides are also discussed.


Protection-Deprotection Reactions. The protection and deprotection of alcohols and amines are common events in multistep
organic syntheses. Various protection and deprotection protocols under MW irradiation are discussed, including tetrahydropyra-
nylation and (benzyloxycarbonyl) (Cbz)-protection, which are the most frequently employed methods.
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I. Introduction


A primary driver of synthetic organic chemistry is the devel-


opment of efficient and environmentally benign synthetic pro-


tocols. As the pressure to produce the myriad of substances


required by society in an environmentally benign fashion


has continued to increase, microwave (MW)-assisted chem-


istry has emerged as a discipline that permeates all aspects


of synthetic chemistry. The major goals of this endeavor are


to maximize the efficient use of safer raw materials and to


reduce waste.1


Green Chemistry utilizes a set of principles that reduces or


eliminates the use or generation of hazardous substances in


the design, manufacture, and applications of chemical prod-


ucts.1 One of the key areas of green chemistry is the elimina-


tion of solvents in chemical processes or the replacement of


hazardous solvents with relatively benign solvents. The devel-


opment of solvent-free alternative processes is, of course, the


best solution; however, many processes require the use of sol-


vent. An ideal green solvent should be relatively nontoxic and


nonhazardous; that is, it should not be flammable or corro-


sive. The solvent also needs to be contained; that is, it should


not be released into the environment. Water is an ideal sol-


vent since it fulfills many criteria; it is nontoxic, nonflamma-


ble, and abundantly available and inexpensive.2 Moreover,


owing to its highly polar character, novel reactivities and selec-


tivities are anticipated for organometallic catalysis in water.2


The use of water as a solvent with water-soluble homoge-


neous catalysts provides an opportunity to overcome known


problems associated with difficulties in both recovering expen-


sive catalysts for reuse and isolating products in high purity


when organic solvents are employed. Furthermore, water at


higher temperature behaves as a pseudo-organic solvent,


when the dielectric constant decreases substantially and ionic


product increases the solvating power toward organic mole-


cules near that of ethanol or acetone.3


MW-assisted chemistry has blossomed into a useful tech-


nique for a variety of applications in organic synthesis and


transformations.4 Although MW-assisted reactions in organic


solvents have developed rapidly, the focus is now shifted to


environmentally friendlier methods, which use greener sol-


vents and supported reagents. There are many examples of


the successful application of MW-assisted chemistry to organic


synthesis; these include the use of benign reaction media,5 the


use of solvent-free conditions6,7 and the use of solid-sup-


ported, reusable catalysts.8 In this Account, we have summa-


rized our recent activity in the area of greener synthetic


transformations, which explore the use MW irradiation under


solvent-free conditions or using benign reaction media such as


water, ionic liquids, poly(ethylene glycol) (PEG), and supported


reagents.


II. Synthesis of Heterocycles


Heterocyclic compounds hold a special place among pharma-


ceutically significant natural products and synthetic


compounds.9,10 The remarkable ability of heterocyclic nuclei


to serve both as biomimetics and as reactive pharmacoph-


ores has largely contributed to their unique value as tradi-


tional key elements of numerous drugs. In both lead


identification and lead optimization processes, there is an


acute need for new small organic molecules. Conventional


methods of organic synthesis are orders of magnitude too


slow to satisfy the demand for generation of such compounds.


The fields of combinatorial and automated medicinal chem-


istry have emerged to meet the increasing requirement of new


compounds for drug discovery, where speed is of the


essence.11 The efficiency of MW flash-heating has resulted in


dramatic reductions in reaction times (reduced from days and


hours to minutes and seconds). The time saved by using a


MW heating approach is potentially important in traditional


medicinal chemistry and assembly of heterocyclic systems.12


Nitrogen-Containing Heterocycles. Nitrogen heterocy-


cles are abundant in nature and are of great significance to life


because their structural subunits exist in many natural prod-


ucts such as vitamins, hormones, antibiotics, and alkaloids, as


well as pharmaceuticals, herbicides, and dyes.9


The synthesis of nitrogen-containing heterocycles, such as


substituted azetidines, pyrrolidines, piperidines, azepanes,


N-substituted 2,3-dihydro-1H-isoindoles, 4,5-dihydropyrazoles,


pyrazolidines, and 1,2-dihydrophthalazines, has been accom-


plished in a basic aqueous medium using MWs; the reac-


tions proceed via double N-alkylation of primary amines and


hydrazine derivatives (Scheme 1) with readily available alkyl


dihalides (or ditosylates), thus providing facile entry to


important classes of building blocks in natural products and


pharmaceuticals.13–15


This MW-accelerated general approach shortened the reac-


tion time significantly and utilized readily available amines


and hydrazines with alkyl dihalides or ditosylates to assem-


ble two C-N bonds in a simple SN2-like sequential heterocy-


clization experimental protocol, which has never been fully


realized under conventional reaction conditions. The strat-


egy circumvents multistep reactions and functional group pro-


tection and deprotection sequences and eliminates the use of


expensive phase transfer and transition metal catalysts.
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It is noteworthy that this reaction is not a homogeneous


single-phase system because neither reactant is soluble in


aqueous alkaline reaction medium. We believe that the selec-


tive absorption of microwaves by polar molecules and inter-


mediates in a multiphase system could substitute as a phase


transfer catalyst without using any phase transfer reagent,


thereby providing the acceleration as has been observed for


ultrasonic irradiation.16


The experimental observation is consistent with the mech-


anistic postulation wherein the polar transition state of the


reaction is favored by MW irradiation with respect to the


dielectric polarization nature of MW energy transfer. In large


scale experiments, the phase separation of the desired prod-


uct in either solid or liquid form from the aqueous media can


facilitate product purification by simple filtration or decanta-


tion instead of tedious column chromatography, distillation, or


extraction processes, which reduces the use of volatile organic


solvents.15 A variety of nitrogen heterocycles have been syn-


thesized by the condensation of hydrazine, hydrazide, and


diamines with diketones and �-keto esters, respectively


(Scheme 2).17


A direct Grignard-type addition of alkynes to in situ gener-


ated imines, from aldehyde and amines, catalyzed by CuBr


provides a rapid and solvent-free approach access to propar-


gylamines in excellent yields (Scheme 3).18 This N-alkylation


of nitrogen heterocycles has also been achieved in aqueous


media under MW irradiation conditions (Scheme 4).19 Shorter


reaction times and higher product yields are some of the


advantages that render this procedure a greener alternative to


conventional chemical synthesis.


Cyclic ureas such as imidazolidine-2-one have recently


attracted much attention due to their manifold applications as


intermediates for biologically active molecules. A MW-assisted


protocol for the direct synthesis of these cyclic ureas has been


developed that proceeds expeditiously in the presence of ZnO


(Scheme 5). Not only was the reaction accelerated upon expo-


sure to MW irradiation, thus shortening the reaction time, but


also the formation of byproducts was eliminated when com-


pared with conventional heating methods.20


Triazoles are another important class of nitrogen heterocy-


cles that form an integral part of therapeutically interesting


compounds that display diverse biological activities. A solvent-


free and expeditious synthesis of 1-aryl-4-methyl-1,2,4-tri-


azolo[4,3-a]quinoxalines was developed that utilizes a simple


mixing of a relatively benign nonmetallic oxidant, iodoben-


zene diacetate (PhI(OAc)2) (Scheme 6) in the absence of MW


irradiation.21a Such mechanochemical mixing of hypervalent


iodine reagents with single substrates can generate useful


building blocks under solvent-free conditions.21 On a similar


line, easily accessible 2-aryl-l,2,3,4-tetrahydro-4-quinolones


were readily oxidized to the corresponding 4-alkoxy-2-


arylquinolines using a relatively safe hypervalent iodine


reagent, [hydroxy (tosyloxy)iodo]benzene (HTIB), in high


SCHEME 1. Nitrogen-Containing Heterocycles in Aqueous Media
Using MW Irradiation


SCHEME 2. Poly(styrenesulfonic acid) (PSSA) Catalyzed Assembly of
Nitrogen Heterocycles


SCHEME 3. CuBr-Catalyzed Solvent-Free Route to Propargylamines


SCHEME 4. NaOH-Catalyzed N-Alkylation in Water Using MW
Irradiation


SCHEME 5. ZnO-Catalyzed MW Synthesis of Imidazolidine-2-one


SCHEME 6. PhI(OAc)2-Catalyzed Solvent-Free Synthesis of Triazoles
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yields, thus providing a concise route to an important class of


naturally occurring alkaloids (Scheme 7).22


The imidazo[1,2-a] annulated nitrogen heterocycles bear-


ing pyridine, pyrazine, and pyrimidine moieties constitute a


class of biologically active compounds that can be assembled


via a rapid one-pot MW approach (Scheme 8), in the presence


of recyclable montmorillonite K10 clay under solvent-free con-


ditions.23 This atom-economic condensation of aldehydes,


amines, and isocyanides via three-component Ugi reaction


was adaptable for the parallel assembly of a library of com-


pounds. Additionally, the use of inexpensive clay and its recy-


clability renders this process an economical and ecofriendly


procedure.23


Dihydropyrimidinones are an important class of organic


compounds that show prominent biological activity and were


synthesized under solvent-free conditions24 or by an environ-


mentally benign Biginelli protocol using PSSA as a catalyst.


(Scheme 9).25 This MW protocol proceeds efficiently in water


without the use of any organic solvent. Also, the use of poly-


mer-supported, low toxicity, and inexpensive PSSA as a cata-


lyst renders this method ecofriendly, with a very simple


isolation procedure that entails the filtration of the precipi-


tated products.


Oxygen-Containing Heterocycles. Oxygen heterocycles


are important classes of building blocks in organic synthesis,


and several derivatives of these oxygen heterocycles have


attracted much attention of medicinal chemists over the


years.10


Isoflav-3-enes bearing a 2H-1-benzopyran nucleus form an


important class of chromene intermediates that are useful in


the synthesis of many natural products and medicinal agents.


A solvent-free synthesis of unnatural analogues, 2-amino-sub-


stituted isoflav-3-enes, was developed that can be carried out


in one pot using MWs via the in situ generation of enamines


and their subsequent reactions with salicylaldehydes (Scheme


10).26 This environmentally friendly procedure does not


require azeotropic removal of water using a large excess of


aromatic hydrocarbon solvents for the generation of enam-


ines or the activation of the catalyst.


The 2-aroylbenzo[b]furans, initially reported from the flower


heads of Helichrysum arenarium DC, form a group of natu-


rally occurring compounds that possess a wide range of phar-


macological activities. The expeditious solventless syntheses


of 2-aroylbenzo[b]furans were developed from readily acces-


sible R-tosyloxyketones and mineral oxides in processes that


are accelerated by exposure to MWs (Scheme 11).27


Dioxane rings are common structural motifs in numerous


bioactive molecules, and such 1,3-dioxanes were assembled


in aqueous media via tandem bis-aldol reaction of ketones


with paraformaldehyde catalyzed by PSSA under MW irradi-


ation conditions (Scheme 12).28 Ketones undergo efficient


reaction with paraformaldehyde in water to afford the desired


1,3-dioxanes in good yield. This approach establishes a con-


venient and flexible method to attach functional arms to


indanone and flavanone for further elaboration in synthetic


SCHEME 7. HTIB-Catalyzed Synthesis of 4-Alkoxy-2-arylquinolines


SCHEME 8. Clay-Catalyzed Solvent-Free Synthesis of Annulated
Nitrogen Heterocycles


SCHEME 9. Biginelli Reaction in Aqueous Medium


SCHEME 10. One-Pot Solvent-Free Synthesis of Isoflav-3-enes


SCHEME 11. MW-Assisted Rapid Synthesis of 2-
Aroylbenzo[b]furans


SCHEME 12. PSSA-Catalyzed One-Pot Synthesis of 1,3-Dioxanes in
Aqueous Media
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design. Also, it is noteworthy to mention that these reactions


were working well in an aqueous medium without using any


phase-transfer catalyst (PTC). This may be due to selective


absorption of microwaves by reactants, intermediates, and


polar aqueous medium,29 which accelerates the reaction even


in absence of PTC.


A nanosized magnesium oxide catalyzed three-component


condensation reaction of aldehyde, malononitrile, and R-naph-


thol proceeded rapidly in water-PEG to afford the correspond-


ing 2-amino-2-chromenes in high yields at room temperature


(Scheme 13) without microwaves. The attractive features of


this protocol are the simple experimentation procedure, use


of benign reaction solvents, cost effectiveness, the recyclabil-


ity of catalysts, and its adaptability for the synthesis of a


diverse set of 2-amino-2-chromenes.30


Sulfur-Containing Heterocycles. Sulfur heterocycles are


equally important classes of heterocycles in pharmaceuticals


and organic synthesis. Generally, synthesis of these heterocy-


clic compounds involves utilization of lachrymatory starting


materials, phenacyl halides, and hazardous reagents, requires


a longer reaction time under drastic conditions, and often gen-


erates aqueous or organic solvent waste. The 1,3-thiazoles


(which are not easily obtainable under classical heating con-


ditions) were readily obtained in excellent yields from thio-


amides and R-tosyloxyketones catalyzed by montmorillonite


K-10 clay (Scheme 14).27


The general protocol can be extended to a concise prepa-


ration of bridgehead 3-aryl-5,6-dihydroimidazo[2,1-b][1,3]thia-


zoles, which are normally difficult to obtain, require a longer


heating time, and use R-haloketones or R-tosyloxyketones


under strongly acidic conditions. These solventless reaction


conditions for the bridgehead heterocycles merely require a


mixing of R-tosyloxyketones with thioamides in the presence


of montmorillonite K-10 clay. The mixture was then irradi-


ated in MW for 3 min to afford substituted bridgehead thiaz-


oles (Scheme 15).27


1,3,4-Oxadiazoles and 1,3,4-thiadiazoles have a wide


range of pharmaceutical and biological activities. The exten-


sive use of 1,3,4-oxadiazoles as a scaffold in medicinal chem-


istry establishes this moiety as an important structural class.


These molecules are also utilized as pharmacophores due to


their favorable metabolic profile and their ability to engage in


hydrogen bonding.


A novel one-pot solvent-free synthesis of 1,3,4-oxadiaz-


oles and 1,3,4-thiadiazoles via condensation of acid hydrazide


and triethyl orthoalkanates under MW irradiation was recently


developed (Scheme 16).31 The use of solid-supported, rela-


tively low toxicity, and inexpensive Nafion NR50 and P4S10/


Al2O3 as a catalyst and the solvent-free reaction conditions are


some of the ecofriendly attributes of this synthetic protocol,


which may find useful application in drug discovery.


Heterocyclic Hydrazones. Heterocyclic hydrazones con-


stitute an important class of compounds in organic chemis-


try, and recently they have also been found useful as


antimalaria drugs and as inhibitors of macrophage migration


inhibitory factor (MIF) tautomerase activity.32


The first example of a reaction between two solids in a sol-


vent-free and catalyst-free environment was demonstrated by


Varma et al., when the reaction of neat 5- or 8-oxobenzopy-


ran-2(1H)-ones with a variety of aromatic and heteroaromatic


hydrazines provided rapid access to several synthetically use-


ful heterocyclic hydrazones (Scheme 17).33


An aqueous protocol for the synthesis of these heterocy-


clic hydrazones using PSSA as a catalyst was recently devel-


oped (Scheme 18). The simple reaction proceeds efficiently in


water in the absence of any organic solvent under MW irra-


diation and involves basic filtration as the product isolation


step.34


SCHEME 13. MgO-Catalyzed Synthesis of 2-Amino-2-chromenes


SCHEME 14. MW-Assisted Solvent-Free Synthesis of 1,3-Thiazoles


SCHEME 15. MW-Assisted Solvent-Free Synthesis of Bridgehead
Thiazoles


SCHEME 16. One-Pot Solvent-Free Synthesis of 1,3,4-Oxadiazoles
and 1,3,4-Thiadiazoles
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III. Organic Name Reactions


Prins Reaction. Tetrahydropyrans are prevalent subunits in


an assortment of natural products including carbohydrates,


polyether antibiotics, and marine toxins. The Prins cyclization,


which entails the formation of a C-C bond, is a notable


method for the formation of tetrahydropyran derivatives. It


consists of the condensation of olefins with aldehydes under


strongly acidic conditions and high reaction temperatures,


which limits its potential as an effective synthetic methodol-


ogy. Utilizing a simple homoallyl alcohol and an aldehyde in


the presence of a catalytic amount of cerium triflate, the direct


stereoselective formation of tetrahydropyranol derivatives in


ionic liquid was achieved (Scheme 19).35


Suzuki and Heck Reactions. Palladium (Pd)-catalyzed


carbon-carbon cross-coupling reactions exemplify one of the


most important processes in organic chemistry. The Heck and


Suzuki reactions are among the widely used reactions for the


formation of carbon-carbon bonds. These reactions are gen-


erally catalyzed by soluble Pd complexes with various ligands.


However, the efficient separation and subsequent recycling of


homogeneous transition-metal catalysts remains a scientific


challenge and an aspect of economical and ecological rele-


vance.36


The first Pd-N-heterocyclic carbene (NHC) complex in the


form of organic silica was prepared using a sol–gel method


(Scheme 20).37


This catalyst was then used for Heck and Suzuki reactions


under MW irradiation conditions (Scheme 21). These C-C


coupling reactions proceeded efficiently under the influence of


MW, with excellent yield, high turnover number (TON), and


high turnover frequency (TOF) without any change in cata-


lytic activity for at least five reaction cycles.37


PEG was also found to be an inexpensive and nontoxic


reaction medium for the MW-assisted Suzuki cross-coupling of


arylboronic acids with aryl halides.5b This environmentally


friendly MW protocol offers ease of operation and enables


recyclability of catalyst and synthesis of a variety of substi-


tuted biaryls employing palladium chloride as catalyst and


potassium fluoride as the base.38


SCHEME 17. Heterocyclic Hydrazone Synthesis under Solvent-Free
Conditions


SCHEME 18. Hydrazone Synthesis of Furaldehyde and Flavanone
in Water


SCHEME 19. Cerium Triflate-Catalyzed Prins Reaction in Ionic
Liquid


SCHEME 20. Synthesis of Pd-NHC Organic Silica Catalyst
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Aza-Michael Reaction. Aza-Michael addition is an impor-


tant class of carbon-nitrogen bond-forming reactions and has


been demonstrated to be a powerful tool in organic synthe-


sis. We have recently developed an efficient aza-Michael addi-


tion of amines catalyzed by PSSA in aqueous medium


(Scheme 22) and also studied the tandem bis-aza-Michael


addition reaction of alkyl diamine with methyl acrylate and


acrylonitrile (Scheme 23).39


This sustainable and operationally simple PSSA-catalyzed


aza-Michael protocol proceeds efficiently in aqueous medium


without use of organic solvent. Also, the use of polymer sup-


ported, relatively low toxicity, and inexpensive PSSA as a cat-


alyst renders this method greener and ecofriendly.


Trost’s γ-Addition. Complementary to Michael reaction,


Trost et al. developed the “γ-addition” of nucleophiles to


2-alkynoates catalyzed by a phosphine. In these reactions, a


nucleophilic tertiary phosphine is first added to the triple bond


of an electron-deficient alkyne and finally gets eliminated


from the reaction product after a series of transformations;


hence, the tertiary phosphine plays the role of the catalyst. Li


and Varma developed a recyclable and efficient polymer-


supported triphenylphosphine-catalyzed “atom-economical”


Trost’s addition of nucleophiles to alkynoate in aqueous


media (Scheme 24).40


Cannizzaro Reaction. The Cannizzaro reaction, an inher-


ently wasteful reaction, is the disproportionation of an alde-


hyde to an equimolar mixture of primary alcohol and


carboxylic salt and is restricted to aldehydes that lack R-hy-


drogens. A solvent-free and expeditious cross-Cannizzaro pro-


tocol for the preparation of alcohols was developed from


aldehydes using barium hydroxide, Ba(OH)2 · 8H2O and


paraformaldehyde (Scheme 25).41 The operational simplic-


ity, rapid reaction rates, and high yield of pure alcohol makes


this is a useful and attractive procedure.


SCHEME 21. Pd-NHC Silica-Catalyzed Heck and Suzuki Reactions


SCHEME 22. PSSA-Catalyzed Aza-Michael Reaction


SCHEME 23. PSSA-Catalyzed Bis-aza-Michael Reaction


SCHEME 24. Polymer-Supported Phosphine-Catalyzed Trost’s γ-
Addition


SCHEME 25. Solvent-Free Cross-Cannizzaro Reaction


SCHEME 26. MW-Assisted Synthesis of Ionic Liquids
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IV. MW-Assisted Synthesis of Ionic Liquids
and Their Application
Ionic liquids (ILs) have received wide attention due to their


potential in a variety of commercial applications such as


electrochemistry, heavy metal ion extraction, phase trans-


fer catalysis and polymerization, and as substitutes for con-


ventional volatile organic solvents.5c,42 ILs are polar but


consist of poorly coordinating ions and provide a polar


alternative for biphasic systems. Other important attributes


of these ILs include negligible vapor pressure, potential for


recycling, compatibility with various organic compounds


and organometallic catalysts, and the ease of separation of


products from reactions.


Solvent-Free Synthesis of ILs. ILs, being polar and ionic


in character, couple with MW irradiation very efficiently and


are, therefore, ideal MW-absorbing candidates for expediting


chemical reactions. The first efficient preparation of 1,3-di-


alkylimidazolium halides via MW irradiation was developed


by our group (Scheme 26).43,44 The reaction time was reduced


from several hours to minutes, and it avoids the use of a large


excess of organic solvents as the reaction medium. These syn-


theses can also be carried out safely using ultrasound under


solvent-free conditions.45


Another important metal-bearing class of ILs, [Rmim][InCl4]


and [bmim][GaCl4], was also prepared using a solvent-free MW


procedure (Scheme 27).46 This approach was much faster,


more efficient, and more ecofriendly because it does not use


any organic solvent.


Synthetic Application of ILs. Within the past few years,


ionic liquids have emerged as a new class of green solvents


for chemical processes and transformations and have attracted


considerable attention.5c The nonvolatile nature of ionic liq-


uids gives them significant advantage in minimizing solvent


consumption. Their polarity renders them good solvents for


various organic reaction and catalysis, including the dissolu-


tions of renewable materials such as cellulose.47


The reaction of CO2 with a variety of epoxides has been


examined in the presence of catalytic amounts of various ILs,


and tetrahaloindate(III)-based ILs were found to exhibit the


highest catalytic activities for the synthesis of cyclic carbon-


ates (Scheme 28).48


Aldol and Mannich-type reactions, important protocols for


forming carbon-carbon bonds, can also be carried out in IL


without assistance from MW irradiation. Li et al. studied the


cross-coupling of aldehydes and imines with allylic alcohols


catalyzed by RuCl2(PPh3)3 in IL (Scheme 29). The solvent/


catalyst system could be reused for at least five times with no


loss of reactivity.49,50


V. Oxidation–Reduction Reactions


MW protocols using immobilized reagents on solid supports


have been extensively explored, an oxidation example in-


volves simple solvent-free mixing of neat substrates with clay-


supported iron(III) nitrate (clayfen) or iodobenzene diacetate


(IBD) as an oxidant and a brief MW irradiation for 15–60 s.6


The oxidation of sulfides to sulfoxides and sulfones was


achieved in a similar manner using MW irradiation with


desired selectivity to either sulfoxides or sulfones over sodium


periodate (NaIO4) on silica. An expeditious and chemoselec-


tive reduction of aldehydes and ketones that uses alumina-


supported sodium borohydride (NaBH4) and proceeds in the


solid state was also accelerated by MW irradiation. A solvent-


free reductive amination protocol for carbonyl compounds


using sodium borohydride supported on moist montmorillo-


nite K10 clay was facilitated by MW irradiation. Clay serves


the dual purpose of a Lewis acid and also provides water from


its inner layers that enhance the reducing ability of NaBH4


(Scheme 30).6,8,51


VI. Protection-Deprotection Reactions


The protection and deprotection of alcohols is a common


event in multistep organic syntheses, and tetrahydropyrany-


lation is one of the most frequently employed methods. The


tetrahydropyranyl (THP) ethers are attractive because they are


less expensive, easy to deprotect, and stable enough to strong


basic media, oxidative conditions, reduction with hydrides,


and reactions involving Grignard reagents, lithium alkyls, and


SCHEME 27. MW-Assisted Synthesis of In- and Ga-Containing Ionic
Liquids


SCHEME 28. Tetrahaloindate(III)-Based IL-Catalyzed Synthesis of
Cyclic Carbonates


SCHEME 29. Ruthenium-Catalyzed Aldol and Mannich-Type
Reaction in Ionic Liquid
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alkylating and acylating reagents. Catalytic amounts of alu-


minum chloride hexahydrate enabled solvent-free tetra-


hydropyranylation of alcohols and phenols at moderate


temperatures. A simple addition of methanol regenerated the


corresponding alcohols and phenols (Scheme 31), thus ren-


dering these protection and deprotection sequences as very


efficient transformations at high substrate to catalyst ratios.52


The (benzyloxycarbonyl) (Cbz) group is very important func-


tionality for the protection of amines and amine derivatives,


since it can be easily removed by catalytic hydrogenation


without any side reactions and is stable to basic and most


aqueous acidic conditions. A facile and chemoselective N-ben-


zyloxycarbonylation of amines using silica-sulfuric acid that


proceeds under solvent-free conditions at room temperature was


achieved (Scheme 32). These reactions were applicable to a wide


variety of primary (aliphatic, cyclic) and secondary amines, amino


alcohols, and heterocyclic amines.53


VII. Nucleophilic Substitution Reactions


A practical, rapid, and efficient MW-promoted synthesis of var-


ious azides, thiocyanates, and sulfones was developed in an


aqueous medium (Scheme 33). This general and expeditious


MW-enhanced nucleophilic substitution approach has used


easily accessible starting materials such as halides or tosy-


lates in reaction with alkali azides, thiocyanates, or sulfinates


in the absence of any phase-transfer catalyst, and a variety of


reactive functional groups were tolerated.54


SCHEME 30. MW-Assisted Solvent-Free Oxidation and Reduction Reactions


SCHEME 31. THP Protection and Deprotection of Alcohol under Solvent-Free Conditions


SCHEME 32. Cbz Protection of Amines under Solvent-Free
Conditions


SCHEME 33. Synthesis of Azides, Thiocyanates, and Sulfones in
Aqueous Medium
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This microwave-assisted synthesis of azides, thiocyanates,


and sulfones proved to be a useful alternative that avoids the


use of environmentally detrimental volatile chlorinated hydro-


carbons. Various functional groups such as ester, carboxylic


acid, carbonyl, and hydroxyl were unaffected under the mild


reaction conditions employed. This method involves simple


experimental procedures and product isolation, which avoids


the use of phase-transfer catalysts and will contribute to the


development of a greener strategy for the preparation of var-


ious useful compounds.54


Conclusion
The demands for efficient and sustainable synthetic methods


in the fields of healthcare and fine chemicals, combined with


the pressure to produce these substances expeditiously and in


an environmentally benign fashion, pose significant chal-


lenges to the synthetic chemical community. This objective


can be achieved by the development of wide variety of sus-


tainable synthetic protocols using various greener techniques,


such as selective MW heating of neat reactants under solvent-


free conditions, using supported reagents, or using benign sol-


vents such as water, ILs, and PEG. It should also be noted that


the rapid development of “Green Chemistry” is due to the rec-


ognition that environmentally friendly products and processes


will be economical in the long term as they circumvent the


need for treating “end-of-the-pipe” pollutants and byproducts


generated in conventional synthesis.
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C O N S P E C T U S


Seminal insights provided by the iconic R. S. Mulliken and his “charge-transfer” theory, H. Taube and his “outer/inner-
sphere” mechanisms, R. A. Marcus and his “two-state non-adiabatic” theory, and N. S. Hush and his “intervalence” the-


ory are each separately woven into the rich panoramic tapestry constituting chemical research into electron-transfer dynamics,
and its mechanistic dominance for the past half century and more. In this Account, we illustrate how the simultaneous meld-
ing of all four key concepts allows sharp focus on the charge-transfer character of the critical encounter complex to evoke
the latent facet of traditional electron-transfer mechanisms. To this end, we exploit the intervalence (electronic) transition
that invariably accompanies the diffusive encounter of electron-rich organic donors (D) with electron-poor acceptors (A) as
the experimental harbinger of the collision complex, which is then actually isolated and X-ray crystallographically estab-
lished as loosely bound π-stacked pairs of various aromatic and olefinic donor/acceptor dyads with uniform interplanar sep-
arations of rDA ) 3.1 ( 0.2 Å. These X-ray structures, together with the spectral measurements of their intervalence
transitions, lead to the pair of important electron-transfer parameters, HDA (electronic coupling element) versus λT (reor-
ganization energy), the ratio of which generally defines the odd-electron mobility within such an encounter complex in terms
of the resonance stabilization of the donor/acceptor assembly [D, A] as opposed to the reorganization-energy penalty required
for its interconversion to the electron-transfer state [D+•, A-•]. We recognize the resonance-stabilization energy relative to
the intrinsic activation barrier as the mechanistic binding factor, Q ) 2HDA/λT, to represent the quantitative measure of the
highly variable continuum of inner-sphere/outer-sphere interactions that are possible within various types of precursor com-
plexes. First, Q , 1 identifies one extreme mechanism owing to slow electron-transfer rates that result from the domi-
nance of the intrinsic activation barrier (λT) between the encounter and successor complexes. At the other extreme of Q g
1, the overwhelming dominance of the resonance stabilization (HDA) predicts the odd-electron mobility between the donor
and acceptor to occur without an activation barrier such that bimolecular electron transfer is coincident with their diffu-
sional encounter. In between lies a potentially infinite set of states, 0 < Q < 1 with opposing attractive and destabilizing
forces that determine the location of the bound transition states along the reaction coordinate. Three prototypical potential-
energy surfaces evolve as a result of progressively increasing the donor/acceptor bindings (HDA) extant in the precursor com-
plex (at constant λT). In these cases, the “outer-sphere” mechanism is limited by the weak donor/acceptor coupling that
characterizes the now classical Marcus outer-sphere mechanism. Next, the “inner-sphere” mechanism derives from moder-
ate (localized) donor/acceptor bindings and includes the mechanistic concept of the bridged-activated complex introduced
by Taube for a wide variety of ligand-based redox dyads. Finally, the “interior” mechanism is also another subclass of the
Taube (inner-sphere) classification, and it lies at the other extreme of very fast electron-transfer rate processes (heretofore
unrecognized), arising from the spontaneous annihilation of the donor/acceptor dyad to the delocalized (electron-transfer)
complex as it descends barrierlessly into the chemical “black hole” that is rate-limited solely by diffusion.
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1. Historical Perspective


Electron-transfer concepts that originate from the confluence


of four major insights commencing 50 or so years ago per-


vade the modern development of fast chemical dynamics. Ini-


tially, Mulliken1 conceived the diffusional interaction of an


electron-rich donor (D) with a relatively electron-poor accep-


tor (A) to form reversibly the encounter complex [D,A] that is


spontaneously observed as vivid colors related to the optical


(charge-transfer) transition identified in eq 1.


D + A {\}
diffuse


[D, A] {\}
hνCT


[D+•, A-•] (1)


Almost simultaneously, the mechanistic classification of inor-


ganic electron transfers of mostly octahedral (coordination) com-


plexes was formulated by Taube2 based on a pair of distinct and


separate pathways involving outer-sphere (OS) and inner-sphere


(IS) processes in which the critical encounter complexes can be


qualitatively differentiated as depicted in eq 2.


The theoretical development of intermolecular electron


transfer followed a few years later as a result of Marcus’ for-


mulation3 that was inspired by Taube’s depiction of outer-


sphere electron transfer in which the activation barrier was


identified with the non-adiabatic or weakly adiabatic intercon-


version between the encounter (or precursor) complex and the


successor complex, that is,


D + A {\}
diffuse


[D, A] {\}
ET


[D+•, A-•] {\}
diffuse


D+• + A-• (3)


Most interestingly, the Marcus formulation of bimolecular elec-


tron transfer according to eq 3 shares a common path with Mullik-


en’s concept of non-adiabatic electron transfer via the diffusion-


controlled donor/acceptor preequilibrium step in eq 1. Indeed,


Hush4 simultaneously recognized the charge-transfer transition in eq


1 as the signal earmark of the important donor/acceptor electronic


coupling (HDA) that characterizes the [D, A] associate, and his inde-


pendent development of intervalence electron-transfer theory oth-


erwise (more or less) paralleled Marcus theory.


The intense and successful experimental validations of


Marcus theory over the ensuing 40 or more years have


largely focused on the electron-transfer behavior of weakly


coupled (octahedral) redox dyads with HDA < 200 cm-1, so


that the computational task is considerably facilitated to


approximate the non-adiabatic or weakly adiabatic limitations


of the outer-sphere electron-transfer mechanism.3,5 By con-


trast, studies of adiabatic electron-transfer processes that char-


acterize the inner-sphere mechanism2 are singularly bereft of


quantitative (theoretical) insights. The latter is somewhat


understandable when one considers the experimental diffi-


culty of rigorously identifying the structural parameters


required by the actual isolation of the heretofore putative (inti-


mately bound) inner-sphere encounter complex, especially in


fast bimolecular electron transfers. [Note that such a limita-


tion is not imposed on outer-sphere electron transfer because


the requisite structural parameters of the loosely bound pre-


cursor complex (such as they are) are obtained from the


readily accessible and intact reactants and products.]


Our interest in electron-transfer concepts derives from a dif-


ferent perspective, the focus being centered on the bimolecu-


lar interaction of organic electron donors (as nucleophiles) and


electron acceptors (as electrophiles).6 Especially important is


the widely applied Mulliken theory that provides three impor-


tant experimental probes that can be invoked in the diffusion-


controlled formation of the “collision” or encounter complex,


hereinafter referred to generically as the charge-transfer com-


plex in eq 1, namely, (1) the instantaneous spectroscopic iden-


tification and characterization of [D, A],1,7a,b (2) their isolation


and X-ray structures,7c and (3) the laser-induced optical (non-


adiabatic) excitation of the HOMO–LUMO transition by time-


resolved spectroscopy.8


Although the conceptual relationship between the Mulliken


(charge-transfer) formulation in eq 1 and Marcus electron-


transfer theory in eq 3 may seem to be obvious, for some


unknown reason their direct (experimental) interrelationship


has never been rigorously established. Accordingly, we begin


this Account with the experimental demonstration of how the


charge-transfer complex unambiguously relates to the adia-


batic electron-transfer process. For our studies, Table 1 con-


tains some prototypical electron donors (D) and electron


acceptors (A) that are comprised of aromatic or olefinic redox


centers with one or more unsaturated C-C bonds, together


with their acronyms to facilitate their ready identification. In


every case, the associated one-electron oxidation products


(D+•) or reduction products (A-•) are all persistent cation or


anion radicals and structurally characterized (X-ray) so that the


free-energy changes for electron transfer are readily obtained


from the relevant oxidation (Eox
0 ) or reduction (Ered


0 ) potentials


in Table 1.9


(2)
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2. Spectral Detection and X-ray Structures
of “Collision” Charge-Transfer Complexes
Instantaneous coloration observed during the very fast (diffu-


sive) encounter of an electron donor (D) with an electron


acceptor (A) in solution,7a as well as in the gas phase,7b augurs


the formation of the “collision” complex [D, A]. The first report


of such a transient 1:1 complex is that between the benzene


donor and the dibromine acceptor,10 which constitutes the


experimental basis for the Mulliken’s development of charge-


transfer theory,1 the ground- and excited-state wave functions


being formulated as


ΨGS ) aΨD,A + bΨD+ · A- · and ΨES ) bΨD,A - aΨD+ · A- ·


(4)


so that the optical color derives from the nonadiabatic ΨGS f


ΨES transition. Most noteworthy is the subsequent isolation


and X-ray structure in Chart 1 of this and some related charge-


transfer complexes in which the degree of charge transfer q


(roughly corresponding to the normalization ratio b/a from


eq 4) increases with donor and acceptor strength and can


even approach unity (100%).11


3. Reversible Interchange of Charge-
Transfer versus Electron-Transfer States
Of the various donor/acceptor combinations available from


Table 1, we focus on those D/A dyads in which the electron-


transfer driving force is close to isergonic, that is, -∆GET )
F(Ered


0 - Eox
0 ) ≈ 0, to represent the optimum combination for


the equitable balance between charge-transfer and electron-


transfer observations.12


A. Charge-Transfer State. Immediately upon mixing the


colorless solution of the 2,2,6,6-tetramethylbenzo[1,2-d:4,5-


d′]bis[1,3]dioxole (TMDO) donor with that of the 2,3-dichloro-


5,6-dicyano-p-benzoquinone (DDQ) acceptor in dichloro-


methane, the mixture turns bright green, and the new char-


acteristically broad near-IR band appears, the absorption


change with concentration and temperature (Figure 1A,B) of


which coincides with the reversible equilibrium in eq 5.12


TMDO + DDQ {\}
KCT


[TMDO, DDQ] (5)


The experimental formation constant of the charge-trans-


fer complex is established as KCT ) 5.0 at 15 °C with the typ-


ical thermodynamic parameters: ∆HCT ) -8 kcal M-1, and


TABLE 1. Some Prototypical Electron Donors and Electron Acceptors


a Given in V vs SCE in dichloromethane at 22 °C. b In tetrahydrofuran.


CHART 1
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∆SCT ) -25 eu. The Mulliken correlation of the HOMO–


LUMO gap, measured as Eox
0 - Ered


0 for TMDO in combination


with various acceptors as indicated in Figure 1C, confirms the


charge-transfer character of the new NIR absorption band.12


B. Solvent Dependence of the Electron-Transfer
States. The use of more polar solvents such as acetonitrile or


propylene carbonate (PC) in the bimolecular interaction of


TMDO and DDQ at the same concentrations and temperature


leads to the composite red spectrum in Figure 2 (left) princi-


pally consisting of the superposition of D+• and A-• (insets)


diagnostic of the electron-transfer state, that is


TMDO + DDQ {\}
KET


[TMDO+•, DDQ-•] {\}
diffuse


TMDO+• +


DDQ-• (6)


following which the subsequent diffusive separation of the ion


pair is rapid in these polar solvents.


C. Interchange of Electron-Transfer and Charge-
Transfer States. Progressively lowering the temperature of


the TMDO/DDQ solutions results in the gradual emergence


of the characteristically broad charge-transfer spectrum in


Figure 2 (right) at the expense of the electron-transfer spec-


trum. This, together with the clear isosbestic point at λiso )


640 nm establishes the direct conversion of the electron-


transfer state to the charge-transfer state. Thus these tem-


perature modulations of the electron-transfer state, together


with the preequilibrium in eq 6, provide unambiguous evi-


dence for the facile and direct interchange with the charge-


transfer state, that is,


[TMDO, DDQ] {\}
KCT/ET


{TMDO+•, DDQ-•} (7)


Such a reversible interchange between the charge-transfer and


electron-transfer states typically occurs with KCT/ET ) 5.6 ×
104 M-1 and the thermodynamic constants ∆HCT/ET ) 6 kcal


M-1 and ∆SCT/ET ) 5 eu at 23 °C. [Note that our spectral stud-


ies do not distinguish among free ions, ion pairs, etc.]


4. Spectral Elucidation and X-ray
Structures of the Critical Encounter
Complex
The electron-transfer cross-exchange reactions between elec-


tron donors and acceptors (as in eq 6) with near isergonic driv-


ing forces thus provide the optimum opportunity to


demonstrate the critical role of the charge-transfer complex to


FIGURE 1. Concentration (A) and temperature (B) dependence of the intervalence absorption of [TMDO, DDQ] in dichloromethane and (C)
Mulliken plot for TMDO complexes with various acceptors, as indicated.12


FIGURE 2. Electronic (UV-NIR) spectrum (left) of the electron-transfer state (black) as the spectral superposition (red) of TMDO+• and DDQ-•


(insets) and temperature-dependent spectra (right) showing the simultaneous decrease of the electron-transfer state and increase of the
charge-transfer state.12
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represent the encounter complex in bimolecular electron


transfers, that is,


D + Aa [D, A]a D+• + A-• (8)


A. Chemical Kinetics. The chemical kinetics of such a


dynamic system, however, are experimentally difficult to eval-


uate quantitatively. Accordingly, we turn to the equivalent


half-reactions in the form of the simplest electron-transfer


counterparts, that is,


D + D+•a D+• + D and A-• + Aa A + A-• (9)


in order to study the corresponding self-exchange mechanism


since they are both constrained to -∆GET ) 0. Most impor-


tantly, Weissman and co-workers13 earlier showed how the


kinetics of such fast self-exchanges can be accurately moni-


tored by magnetic resonance measurements involving EPR


line-broadening. Figure 3 typically illustrates the progressive


line-broadening of the EPR spectrum of DDQ-• attendant upon


the successive addition of DDQ in the slow-exchange limit


leading to the collapse into one line, which is then narrowed


in the fast-exchange limit to provide the unambiguous second-


order rate constant of kSE ) 2.5 × 109 M-1 s-1 at 23 °C in eq


10,9 and the temperature dependence of kSE yields the


DDQ-• + DDQa DDQ + DDQ-• (10)


experimental activation energy for electron transfer as Ea )
1.6 kcal mol-1.


B. Spectral Identification of the Transient Encoun-
ter Complex. The simultaneous monitoring of the EPR


changes in Figure 3 by the independent examination of the


electronic spectra in Figure 4 reveals the appearance of a


new absorption band in the near-IR region with its maxi-


mum at λCT ) 1406 nm (εCT ) 3 × 103 M-1 cm-1). The


absorbance increase with successive additions of DDQ con-


firms the reversible formation of the charge-transfer com-


plex with KCT ) 11 M-1, the temperature dependence of


which affords ∆HCT ) -3.2 kcal mol-1 and ∆SCT ) -6 eu.


It is important to note that the spectral characteristics of the


new (red-shifted) NIR absorption band shown in Figure 4


(left) mirror those of the broad charge-transfer absorption in


Figure 1, and thus it is likewise assigned to the intermolec-


ular electronic transition in the charge-transfer complex,9,14


that is,


DDQ-• + DDQ {\}
KCT


[DDQ-•, DDQ]98
hνIV


[DDQ, DDQ-•]


(11)


and the new NIR absorption will be hereinafter referred to as


the intervalence transition.


C. X-ray Structure of the Encounter Complex. When


the equimolar solution containing DDQ-• and DDQ in dichlo-


romethane is cooled to -65 °C and carefully overlaid with


hexane, it deposits dark brown crystals of the 1:1 precursor


complex, the X-ray crystallographic analysis of which indi-


cates the singly (negative) charged dimeric unit of a pair of


cofacial DDQ moieties lying atop of each other (but slightly


slipped) at the interplanar separation of rDA ) 2.95 Å, as


shown in Figure 5. The C-C bond length analysis of the DDQ


moieties in the dimeric anion relative to those extant in sep-


arate DDQ-• and DDQ units indicates that the unpaired elec-


tron is distributed more or less equally between each half.


Indeed, the cofacially stacked dimeric units characterize the


structure of all precursor complexes isolated heretofore (Table


2).15 Most importantly, the interplanar separation in every


case lies within a rather narrow range of rDA ) 3.1 ( 0.3 Å,


which is significantly larger than any covalent-bonding dis-


tances but approximately 0.3 Å closer than the sum of their


van der Waals separation, independent of whether the 1:1


precursor complex bears a single negative charge from an


FIGURE 3. Progressive line-broadening of the EPR spectra of
DDQ-• accompanying incremental addition of DDQ.


FIGURE 4. Increase of the NIR spectrum (left) of (DDQ)2
-•


accompanying the addition of DDQ to DDQ-• and Correlation
(right) of the (DDQ)2


-• intervalence band (red arrow) vs Mulliken
plot of other DDQ charge-transfer complexes with various donors
(D, in blue), from ref 14.


FIGURE 5. ORTEP diagram of the cofacially stacked (DDQ)2
-• with


interplanar separation of rDA ) 2.95 Å.
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anionic donor (i.e., A-• and A) or a single positive charge from


a cationic acceptor (i.e., D+• and D) as in eq 9. It is also impor-


tant to note that Table 2 includes the X-ray structures of the


charge-transfer complex of the TMDO/DDQ dyad that is


involved in the electron-transfer cross reaction described in


eqs 5 and 6. Striking are the strong similarities of the cofa-


cial structures, with essentially the same rDA values among all


precursor complexes, irrespective of whether they are involved


in the electron-transfer cross reaction (eq 8) or in the constit-


uent self-exchange processes (eq 9).


5. Electronic Structures of the Encounter
Complex
The diagnostic intervalence transition, together with the X-ray


structure, provides the key to unraveling the electronic struc-


ture of the precursor complex. According to Mulliken,1 the


π-π stacking of monomeric donor/acceptor units in the pre-


cursor complex (Figure 5) favors the electronic coupling of


their frontier orbitals, which in the case of neutral [D, A] is the


HOMO/LUMO, with the cationic D2
+• is the HOMO/SOMO, and


in the case of anionic A2
-• is the SOMO/LUMO, as graphically


illustrated in Chart 2, where the arrows represent the energy


gaps of the bonding/antibonding orbitals.


The electron-transfer barriers in such precursor complexes


according to the two-state Marcus/Hush theory1,2,5 derive from


two opposing parameters: (a) the reorganization energy (or


intrinsic barrier), λT, and (b) the electronic coupling element (or


resonance stabilization), 2HDA. As a result, two (extreme) types


of precursor complexes are to be expected, those in which


λT/HDA > 2 and those in which λT/HDA < 2, and these belong


to class II and class III, respectively, according to the classical


Robin-Day classification of mixed-valence complexes.16 It fol-


lows that the potential-energy surface for self-exchange in


class II systems consists of a pair of isergonic ground states


whereas only a single broad ground state pertains to class III


systems, as graphically depicted in Chart 3.


In class II self-exchanges, the electronic coupling element


can be obtained from the intervalence transition via the Hush


relationship:4


HDA ) 0.0206(νIV∆ν1⁄2εIV)1⁄2/rπ (12)


where ∆ν1/2 is a full width at half-maximum (cm-1) of the NIR


absorption band, εIV is its extincttion coefficient (M-1 cm-1),


and rDA is the separation (Å) between the donor/acceptor cen-


ters. Likewise, the reorganization energy is equated to the


intervalence transition: λT ) νIV.5 Of the various D/D+• and


A-•/A dyads we have examined, the analysis of intervalence


transitions indicate that λT ) 7000 and 5000 cm-1 for the


TCNE-•/TCNE and TTF/TTF+• dyads (TCNE ) tetracyanoethyl-


ene and TTF ) tetrathiafulvalene), respectively, and for the


same pairs, HDA ) 1100 and 1600 cm-1, so that electron


transfer within these localized precursor complexes must occur


TABLE 2. X-ray Structures of Ion-Radical and Charge-Transfer Complexes15


CHART 2


CHART 3
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reversibly by the odd-electron hopping between the two


equivalent energy minima illustrated in Chart 3 (left).


According to the two-state Mulliken-Hush formulation, the


intervalence transition provides direct insight into the fully


delocalized electronic structure illustrated in Chart 3 (right) of


the class III precursor complex for self-exchange, that is, νIV )
2HDA.17 The values of HDA are listed in Table 3, together with


those evaluated for the corresponding class II complexes (vide


supra).


Let us now establish how theoretical insight will validate


the electron-transfer parameters that are experimentally mea-


sured from the intervalence spectral data.


6. Theoretical Computation/Validation of
the Electron-Transfer Parameters for
Robin-Day Class II and III Encounter
Complexes


A. Computation of HDA. The theoretical treatment of the


electronic coupling elements for the precursor complexes is


based on the energy splitting according to Mulliken of the


symmetric and antisymmetric orbital combinations in Chart


218 at the ab initio Hartree–Fock level with the 6-311G* basis


set and by DFT calculations (B3LYP). The computations of the


orbital energies are taken from the orthogonal (X-ray) coordi-


nates and one-half of the difference of the highest symmet-


ric and antisymmetric occupied orbitals, and these correspond


to the values of HDA for D2
+• (Table 3). The same is applied


to the lowest symmetric and antisymmetric virtual orbitals as


employed in the computations of HDA for A2
-•. The concor-


dance of the calculated values of HDA with the correspond-


ing experimental (intervalence) values based on HDA ) νIV/2


is illustrated in Figure 6 for a series of Robin-Day class III pre-


cursor complexes; and this provides the unmistakable valida-


tion of the two-state Mulliken-Hush theory to correctly predict


the electronic structures of the intermolecular encounter com-


plex, especially for the strongly bound class III systems. For the


more weakly coupled class II analogues, the agreement is less


precise largely owing to the ambiguities as to the applicabil-


ity of the separation parameter rDA determined from the solid-


state data. For such, the discrepancy is attributed to the less-


constrained librational movements between monomeric


moieties that are possible for these unusually long-bonded


precursor complexes in solution.19


B. Computations of λT. According to Marcus,3 the intrin-


sic barrier, λT, for intermolecular electron transfer in solution


is comprised of the intramolecular component, λi, and the sol-


vent component, λo, that is, λT ) λi + λo.


The intramolecular contribution is calculated according to


Marcus–Hush theory as the difference between the initial dia-


batic state with the electron located on donor (D or A-•) with


the reactant in relaxed geometries and the final diabatic with


the same molecular geometry but with the electron transferred


to the acceptor (D+•or A), that is,


λi
calcd ) {Ec(rn) + En(rc)} - {En(rn) + Ec(rc)} (13)


where rn and rc are the optimized coordinates and En and Ec


are the energies of the donor and its counterpart.20 Accord-


ingly, we first optimize these geometries and determine their


energies, En(rn) and Ec(rc) via DFT computations with aid of


Gaussian 98 (6-311G* basis and B3LYP functional). Then


the single-point calculation of acceptor in the geometry of the


donor leads to Ec(rn), and the donor in the geometry of the


acceptor produces En(rc). Typically, in (TTF)2
+• the energy dif-


ference corresponds to λi
calcd ) 2.3 × 103 cm-1 or 6.8 kcal/


mol.19


The solvent contribution to the reorganization energy has


been successfully evaluated by the Marcus two-sphere model


for non-adiabatic (or weakly adiabatic) electron transfer, espe-


cially of octahedral coordination redox dyads. However, we


TABLE 3. Comparison of the Theoretical and Spectral Evaluations
of the Coupling Elements15


D2
+•


or A2
–•


νIV,
103 cm-1


R-D
class


HDA(spectral),b


103 cm-1
HDA(theor),c


103 cm-1


(OMB)2
+• 5.5 III 2.8 2.3


(OMA)2
+• 4.1 III 2.0 1.5


(TTF)2
+• ∼5.3a II (1.6) 3.6


(NAP)2
+• 9.5 III 4.8 4.6


(TCNE)2
–• ∼7.0a II (1.1) 4.2


(DDQ)2
–• ∼7.5a II [III]d 3.7 (1.8) 3.4


(DBQ)2
–• ∼7.1a II [III]d 3.5 (1.8) 2.9


(TCNQ)2
–• 4.5 II [III]d 2.3 (1.4) 1.9


a Solvent dependent. b As HDA ) νIV/2 or via eq 12, in parenthesis.
c B3LYP/6-311G*. d Brackets reflect our uncertainty in the assignment to either
class II or III.


FIGURE 6. Concordance of the theoretically calculated (DFT) HDA


versus the experimental HDA evaluated from the NIR absorption
bands.15
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find such computations to be generally inapplicable to


Robin-Day class II and III encounter complexes consisting as


they do of a pair of closely coupled redox centers of the type


examined herein. Thus, in these dyads, the experimental


solvent probe affects only class II encounter complexes,


as typically illustrated for (TTF)2
+• in Figure 7 (left); but under


the same conditions the corresponding intervalence transi-


tion of class III, as represented by (OMB)2
+• (OMB ) octam-


ethylbiphenylene) in Figure 7 (right), is essentially unaf-


fected.15


With such a striking solvent differentiation of class II and III


encounter complexes, we now treat solvation somewhat more


realistically by computing λo as the free-energy change of the


inertial solvent response to the solute cavity occupied by D2
+•


or A2
-• by replacing the limiting Marcus outer-sphere model


with


λo ) Gs(ε∞1, ε∞2, ... , ε∞N, ∆q) - Gs(ε01, ε02, ... , ε0N, ∆q)


(14)


where ∆q is the point-charge representation of the full shift in


the charge density in the encounter complex upon electron


transfer.21 As such, the dielectric continuum is based on the


full solution of the Poisson equation for the solute cavity


(described by the X-ray structure of either D2
+• or A2


-•)


immersed in the solvent environment of different dielectric


zones with each characterized by an ε0, ε∞ pair. Indeed, the


agreement of the intrinsic barriers calculated in this manner in


Table 4 (columns 2 and 4) with those obtained from the


experimental intervalence transition (columns 3 and 5) pro-


vides compelling validation of the X-ray structures (Table 2) to


correctly predict the structural response of the critical encoun-


ter complex to the solvent environment.


7. Steric Inhibition Leading to Outer-
Sphere Encounter Complexes
The resonance stabilization (HDA) of the encounter complex


plays a key role in lowering the activation barrier for elec-


tron transfer. Importantly, this attenuation is directly related to


the red shift of the intervalence (or charge-transfer) absorp-


tion according to the Hush eq 12 that visually signals the


existence of such an encounter complex. According to the


expectations of Mulliken-Hush theory, the energy and inten-


sity of the intervalence (charge-transfer) transition depicted in


Chart 2 will be strongly attenuated by conceptually enlarg-


ing the interplanar separation (rDA) between the planar cofa-


cial dyads in the encounter complex.22 This is experimentally


FIGURE 7. Electronic (NIR) spectra of (TTF)2
+• (left) and (OMB)2


+• (right) measured in CHCl3 (blue), CH2Cl2 (black), acetone (red), CH3CN
(orange), tetrahydrofuran (THF, light blue), diethyl ether (green), propylene carbonate (PC, gray), and DMF (pink) (from ref 15).


TABLE 4. Quantitative Comparison of the Calculated Intrinsic
Barrier with the Experimental Reorganization Energy Obtained from
the Intervalence Absorptiona


TTF TCNE


solvent λT(calcd) λT(exptl) λT(calcd) λT(exptl)


chloroform 4.36 4.65
tetrahydrofuran 5.29 5.13 5.81 6.67
dichloromethane 5.45 4.73 6.01 6.60
acetone 6.46 5.71 7.18 7.35
dimethylformamide 6.42 5.92 7.11 7.41
acetonitrile 6.82 5.81 7.62 7.25
propylene carbonate 6.62 5.71 7.34 7.37


a From ref 15.


FIGURE 8. Comparison of rDA for sterically open (left) and hindered
(right) encounter complexes.
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achieved in the illustrative conversion of the 2,5-dimethylhy-


droquinone ether (DMB) to the analogous 2,5-di-tert-butyl


donor (DBB) that results in the corresponding increase of rDA


from 3.2 to 5 Å in Figure 8.9


Indeed, such a steric effect is noted in the total absence of


the intervalence band expected of the t-butyl-hindered


(DBB)2
+• under the same conditions that the methyl analogue


DMB shows its strong CT absorption at λIV ) 1850 nm (ε )
530 M-1 cm-1). Similar steric inhibition of the encounter com-


plex is encountered in the substituted phenylenediamine cat-


ion radical TPPD+•, as well as in the phenothiazine analogue


PrPTZ+• illustrated by the ORTEP diagrams in Figure 9, and we


conclude that in each case, the encounter complex is too


weak23 for the experimental observation of the intervalence


transition and will result in HDA < 200 cm-1, which is char-


acteristic of outer-sphere complexes.9


8. Modulation of the Electron-Transfer
Kinetics by the Encounter Complex
The rather wide range of second-order electron-transfer rate


constants that are available from the EPR broadening exper-


iments accords well with the electron-transfer parameters


(λT and HDA) evaluated from the spectral measurements (as


well as by computation) to allow the direct comparison suf-


ficient to emphasize the critical importance of the precur-


sor complex according to the generalized scheme in eq 3.


Thus for the self-exchange processes in eq 9, the second-


order rate constants for the bimolecular electron-transfer


are described by


1/kSE ) 2/kdiff + 1 ⁄ (KCTkET) (15)


where kdiff is the diffusion rate constant, KCT is the formation


constant of the precursor complex, and kET ) νn exp(-∆G*/


(RT)) is the first-order intracomplex electron-transfer rate con-


stant. The activation barrier for the self-exchange electron


transfer with ∆GET
0 ) 0 is5a,b


∆G * ) (λT - 2HDA)2/(4λT) (16)


The application of eqs 15 and 16, together with the reorga-


nization energies and electron coupling energies for the var-


ious D2
+• and A2


-•, leads to the calculated second-order rate


constants presented in Table 5 (column 3), which are indeed


in reasonable agreement with the experimental values (col-


umn 4) to underscore the kinetic (and mechanistic) importance


of the encounter complex.9,14 [Note that for the sterically hin-


dered systems, the rate constants are approximated as kSE )
Z exp(-∆G*/(RT)), where Z ) 1011 M-1 s-1 is taken as the col-


lision frequency.]


9. Generalized Mechanisms for Electron
Transfer via the Energetic Differentiation
among Encounter Complexes
Owing to the critical importance of the precursor complex in


establishing the activation barrier and kinetics of the bimo-


lecular electron transfer in eqs 15 and 16, let us consider how


the potential-energy surface (PES) evolves from the two impor-


FIGURE 9. ORTEP structures of sterically open donors (left) and their hindered analogues (right).


TABLE 5. Comparison of the Experimental and Calculated Rates
Constants for Electron-Transfer Self-Exchange of Organic Ion
Radicalsa


ion
radical


∆G*,
(kcal/mol)


kSE(calcd),
(109 M-1 s-1)


kSE(exptl),
(109 M-1 s-1)


encounter
complexb


OMB+• 0 3.2c 2.4 III
OMA+• 0 6.3c 2.5 III
TMPD+• 2.9 0.8 2.3 II
TPPD+• 6.2 0.003 0.01 OSd


PTZ+• 1.3 7.0 4.7 II
PrPTZ+• 3.2 0.4 0.3 OSd


DMB+• 2.2 1.0. 1.5 II
DBB+• 3.3 0.3 0.1 OSd


TTF+• 0.4 7.5 2.7 II
TCNE-• 2.2 10 4.3 II
DDQ-• 1.2 7.5 2.5 II/III
TCNQ-• 0.6 7.5 3.3 II/III


a In CH2Cl2, from ref 9. b According to Robin-Day classification unless noted
otherwise. c The calculated difference is due to different experimental values
of KCT.


15 d OS ) outer-sphere complex.
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tant electron-transfer parameters, HDA and λT. According to


Sutin,5 the adiabatic ground-state and the excited-state ener-


gies are obtained from the two-state model via the intersec-


tion of the diabatic states at each point (X) along the reaction


coordinate:


EGS,ES ) (Hbb + Haa)/2 ( ((Hbb - Haa)
2 + 4HDA)1⁄2/2 (17)


where Haa ) λX2 and Hbb ) ∆GET + λ(X - 1)2 represent the


energies of the initial and final diabatic states.


The potential-energy diagrams in Figure 10 represent three


limiting types of ground-state surfaces (in red) as defined by


the magnitude of the electronic coupling energy within the


particular encounter complex at the same value of the reor-


ganization energy (λT).
9 The red curves are strongly differen-


tiated at the intersection of the initial (blue) and final (green)


diabatic curves to represent the change in the activation bar-


rier, ∆GET
0 , by the amount λT - 2HDA (eq 16), that is, the inter-


play between the “intrinsic” barrier, λT, and the “resonance”


stabilization, HDA. As such, the three limiting potential-energy


surfaces in Figure 10 can be typically classified as (A) with HDA


, λ/2, (B) with HDA e λ/2, and (C) with HDA > λ/2.


Experimentally, Figure 10A is found for the sterically


encumbered donor/acceptor dyads such as (TPPD)2
+• with


small HDA values (<250 cm-1), Figure 10B is found in


(TMPD)2
+• showing class II behavior with medial HDA values


(∼1700 cm-1), and Figure 10C shows the tightly bound


(OMB)2
+• displaying class III behavior with large HDA values


(∼2500 cm-1) when taken relative to λT (arbitrarily) set at


4000 cm-1. As such, the Mulliken-Hush delineation of the


potential-energy surfaces necessitates the reevaluation of the


general mechanistic proposal in eq 3 into three distinctive


mechanisms based on the magnitude of the resonance stabi-


lization relative to the intrinsic barrier by quantitatively des-


ignating the donor/acceptor binding factor, Q ) 2HDA/λT, as


the unique structural characteristic of each encounter com-


plex.9 [Note that the donor/acceptor binding factor is desig-


nated as Q owing to its direct relationship to the degree of


charge transfer, q, which locates the encounter complex along


the reaction coordinate, that is, Q ) (1 - (1 - 2q)2)1/2 for


∆GET
0 ) 0 and Q < 1.11b].


A. Weakly Coupled PES. Figure 10A encompasses steri-


cally hindered encounter complexes in which the interplanar sep-


aration of rDA ≈ 5–6 Å is characterized by electronic coupling


elements of HDA ≈ 100–300 cm-1, and Q , 1. Their adiabatic


(state) energies are likely to approximate those of the diabatic


states, with notable deviations being only observed at or around


the transition state. No significant resonance stabilization of the


(strongly localized) ground state of the precursor complex is evi-


dent, and thus its formation constant is usually insufficient for


experimental measurements. Indeed, all of these electron-trans-


fer characteristics mirror those of the traditional (inorganic) outer-


sphere mechanism,2 and we conclude that at the limit of very


weak HDA couplings, the potential-energy surface in Figure 10A


is therewith interchangeable.


B. Medially Coupled PES. Figure 10B applies to donor/


acceptor dyads that are sterically and electronically open to


rather intimate encounters with values of rDA ) 3.0-3.3 Å and


HDA ) 1000-3000 cm-1 that result in substantial diminutions


of the transition-state energies separating the localized (class II)


encounter complex from the successor complex. Thus even for


(TMPD)2
+• with a relative low 2HDA/λT ratio or with 0 < Q < 1,


the electron-transfer barrier is roughly halved relative to those in


Figure 10A, and the significant ground-state stabilization leads to


KCT ≈ 0.1-1.0 M-1, which renders the encounter complex quite


observable in solution. However, the self-exchange rate constants


are close to the diffusion-controlled limit, and the evaluation of


kSE according to eq 15 leads to second-order rate constants in


accord with those calculated in Table 5. The PES in Figure 10B


includes the traditional (inorganic) inner-sphere or bridged mech-


FIGURE 10. Potential-energy surfaces for self-exchange electron transfer (red) relative to the excited states (black) based on the two-state
Mulliken-Hush formulation from ref 9.
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anism2 and is predicted to cover a wide-ranging continuum of


second-order rates.


C. Strongly Coupled PES. Figure 10C encompasses


donor/acceptor dyads lying at the other extreme with large


values of HDA (relative to λT) or Q g 1, and the delocalized


ground state consists of a single minimum.24 As illustrated in


Figure 10C, electron-transfer occurs in the absence of an acti-


vation barrier, being controlled by diffusive association/disso-


ciation dynamics. Among electron-transfer mechanisms, the


PES in Figure 10C is heretofore quite unprecedented because


the odd-electron delocalization is predicted to actually coin-


cide with the bimolecular encounter of freely diffusing D/A


dyads.12,25 Such a unique electron-transfer process is thus bar-
rierless and driven directly to the adiabatic ion pair [D+•/A-•]


by the overall free-energy changes with ∆GET
0 ) F(Eox


0 - Ered
0 ),


as qualitatively depicted in Figure 11.12


According to this mechanistic formulation, the highly polar-


ized encounter complex is the predominant (thermodynamic)


species lying in a deep chemical “black hole”12 and thus emer-


gent to the non-adiabatic ion pair {D+•, A-•} only upon direct


photoexcitation (hνCT) of the charge-transfer complex.25 If such


a mechanistic picture is valid for donor/acceptor dyads des-


ignated in eq 8 at or near the isergonic limit, the question then


arises as to whether the charge-transfer state can coexist in


reversible equilibrium with the electron-transfer state in the


more general situation in which the ET driving force is sub-


stantially different from nil (see left drawing in Chart 2). In


addition, we hope to direct our search to newer donor/accep-


tor systems that will identify other charge-transfer/electron-


transfer interchanges that quantitatively describe the predicted


localized inner-sphere with the double-minimum ground state


predicted by Figure 10B.


10. Conclusions


The characteristic and ubiquitous intervalence absorption


bands that accompany the diffusive encounter of electron


donors (D) and acceptors (A) shed fresh insight into the behav-


ior of various intermolecular encounter complexes by provid-


ing access to their important electron-transfer parameters: HDA


and λT. For purposes of mechanistic assignment, we desig-


nate the donor/acceptor binding factor, Q ) 2HDA/λT, as the


basic structure parameter that defines various encounter com-


plexes, so that Q , 1 identifies the weakly coupled systems


that serve as the basis for the traditional outer-sphere elec-


tron transfer adequately served by non-adiabatic or weakly


adiabatic Marcus theory. At the other extreme of large HDA


values with Q g 1, bimolecular electron transfer is uniquely


spontaneous and heretofore unprecedented since Figure 11


shows that there is no activation barrier other than that per-


taining to the diffusion-controlled encounter of donor/accep-


tor dyads. The inextensible intermediate region with 0 < Q <
1 encompasses the classical Taube (ligand-based) bridged


mechanism,2 together with that of a wide variety of other


donor/acceptor encounter complexes and offers for the first


time an opportunity to quantitatively predict the rates of var-


ious other types of inner-sphere electron-transfer processes.


The three (left-to-right) drawings included in Figure 12


present a visual depiction of (a) the limiting outer-sphere


mechanism, (b) the intermediary inner-sphere mechanism, and


(c) the other limiting and unique diffusive “interior mechanism”


that we hope will stimulate additional quantitative studies of


the potentially wide variety of other organic and organome-


tallic, as well as different inorganic and biochemical systems


to further chemical research into electron-transfer dynamics.


FIGURE 11. Schematic representation of the unique (barrierless)
electron transfer proceeding via the strongly coupled encounter
complex [Dq+Aq-] with a high degree of charge transfer,25 and its
relationship to the non-adiabatic (charge-transfer) redox ion pair
{D+•, A-•} in eq 1 (from ref 12).


FIGURE 12. Three distinctive mechanisms for bimolecular electron transfer as progressively modulated by the donor/acceptor binding (HDA)
within the encounter complex (at constant λT).
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11. Epilogue


For the structural definitions of outer-sphere and inner-sphere


structures and mechanisms for organic in relation to inorganic


redox dyads and their relevance to the energy relationship


based on Q ) 2HDA/λT, see our extensive discussion in ref 9


(especially footnotes 6, 13, 14, 18, 53, 72, and 73 therein).


Thus, in order to conciliate the inner-sphere mechanism based


on donor/acceptor bindings (as presented herein) with those


based on bridged activated complexes (of Taube2), it is impor-


tant to recognize that this fundamental distinction boils down


to the perception of “through-space” D, A interactions14,26 ver-


sus “through-bond” D-bridge-A couplings27 both of which


have been shown to be equally amenable to theoretical treat-


ment via the Mulliken-Hush two-state model.28 Moreover,


both types of encounter complexes exhibit the class II (local-


ized) behavior for the “inner-sphere” mechanism, as well as


the class III (delocalized) behavior for the “interior” mechanism.
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C O N S P E C T U S


In the field of catalytic, asymmetric synthesis, there is a grow-
ing emphasis on multifunctional systems, in which multiple


parts of a catalyst or multiple catalysts work together to pro-
mote a specific reaction. These efforts, in part, are result-
driven, and they are also part of a movement toward
emulating the efficiency and selectivity of nature’s catalysts,
enzymes. In this Account, we illustrate the importance of
bifunctional catalytic methods, focusing on the cooperative
action of Lewis acidic and Lewis basic catalysts by the simul-
taneous activation of both electrophilic and nucleophilic reac-
tion partners. For our part, we have contributed three separate
bifunctional methods that combine achiral Lewis acids with
chiral cinchona alkaloid nucleophiles, for example, benzoylqui-
nine (BQ), to catalyze highly enantioselective cycloaddition reac-
tions between ketene enolates and various electrophiles. Each
method requires a distinct Lewis acid to coordinate and acti-
vate the electrophile, which in turn increases the reaction rates
and yields, without any detectable influence on the outstand-
ing enantioselectivities inherent to these reactions. To place our
results in perspective, many important contributions to this emerging field are highlighted and our own reports are chronicled.


1. Introduction


A timely debate underway in the organic chemis-


try community involves the relative merits of


Lewis acid catalysis versus organocatalysis for


asymmetric synthesis. Very often, the two


approaches are complementary, such that, in


some cases, they may even be employed


together, working in tandem in a single reaction.


These bifunctional systems may result in a termo-


lecular complex, in which two substrates are con-


currently activated and their reaction directed by


the catalysts (Scheme 1).1 In this Account, we dis-


cuss bifunctional systems consisting of Lewis


acidic and Lewis basic (especially nucleophilic)


cocatalysts that work in concert to promote elec-


trophilicity and nucleophilicity in reactive partners


while providing high optical induction. Although


the bifunctional concept looks good “on paper”,


many things can go wrong upon execution. Part of


the difficulty is the large potential for quenching


reactions; for instance, the Lewis acid may react


with the Lewis base or with the nucleophilic


SCHEME 1. Bifunctional Lewis Acid/Base (LA/LB)
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reagent (B, Scheme 1, before or after activation by the Lewis


base) and so on. The key, therefore, is to fine-tune the reac-


tion conditions and catalysts, so that only the desired reac-


tion occurs. For example, the use of a “hard” Lewis acid and


a “soft” Lewis base (using Pearson’s terminology) may allevi-


ate the problem of catalyst quenching.2 As we will see, find-


ing the right catalyst pair and reaction conditions may give


rise to a powerful bifunctional system.


Few bifunctional systems of this sort have been well-de-


fined and mechanistically explored, partly because of their


inherent complexity. Of note, Shi has reported a lithium-as-


sisted Baylis-Hillman reaction catalyzed by cinchona alka-


loid derivatives.3 An asymmetric cyanosilylation of ketones


was proposed by Shibasaki et al. to occur via a tethered Lewis


acid/phosphine oxide system based on glucose.4 These


authors have also developed a series of tethered catalysts


based on a BINOL template, which have been applied to a


variety of reactions.1 Nájera and Saá have designed a simi-


lar system for the cyanophosphorylation of aldehydes.5 Yama-


moto has used cooperative catalysis to promote both the


Sakurai-Hosomi allylation and the Mukaiyama aldol reac-


tion by combining chiral Ag-phosphine complexes with a cat-


alytic amount of fluoride ion.6 More recently, Fujimoto and


Yamamoto accomplished the enantioselective allylation of


aldehydes via a bisoxazoline-Lewis acid complex bearing a


remote phosphine oxide.7 Calter et al. have applied a Lewis


acid/cinchona alkaloid system to the synthesis of disubstituted


�-lactones8 and �-lactams.9 Peters used a similar system for


the reaction of sulfenes and aldehydes; the �-sultone prod-


ucts were only obtained in good yield and enantiomeric


excess (ee) in the presence of a Lewis acid.10 Additionally,


Snapper and Hoveyda have achieved imine chelation by a


small peptide-bound Lewis acid to effect an asymmetric


Strecker reaction.11 These examples, especially the represen-


tative cases highlighted below, complement our own bifunc-


tional systems.


2. �-Lactams via [2 + 2] Cycloaddition of
Imino Esters and Ketenes
Our interest in the field of bifunctional catalysis arose out of


long-standing frustration with the generally low to moderate


yields that we obtained in our method for the catalytic, asym-


metric synthesis of �-lactams (Scheme 2).12 Although the


yields were often unsatisfactory, the enantioselectivity of the


reaction was uniformly outstanding. Our catalyst choice, ben-


zoylquinine (BQ, 2a), has been shown to promote highly enan-


tioselective reactions in a variety of substrates.13 We believed


that the desired reaction of the ketene enolate (3)12a and the


imine was slow enough to allow for the formation of poly-


meric byproducts. On the basis of our previous successes with


activated imine alkylations,14 we reasoned that the addition


of a Lewis acid cocatalyst would render the imine more elec-


trophilic, thereby increasing the rate of the desired [2 + 2]


cycloaddition pathway and suppressing the unwanted second-


ary reactions.


Bifunctional System. We began our bifunctional studies15


by adding 10 mol % of the metal complexes that worked best


for our imine alkylations (and that were conveniently on our


laboratory shelves), including Rh(PPh3)3OTf and Cu(PPh3)2ClO4,


to the standard reaction conditions to form �-lactams. To our


surprise, the overall yield decreased in the presence of the


respective metal. We monitored the the CuI reaction by


UV–vis spectroscopy and found evidence of metal-amine (of


the cinchona alkaloid catalyst) binding; this is an example of


the long-feared cocatalyst quenching (Scheme 3).


On the other hand, Aggarwal et al. found that group III and


lanthanide triflates significantly enhanced their DABCO-cata-


lyzed Baylis-Hillman reaction, whereas “traditional” Lewis


acids lead to diminished yields.16 Coupled with our own ini-


tial results, these findings suggested that harder, less azaphilic


metals would minimize the catalyst quenching that we previ-


ously observed. A full spectrum of metal salts were screened


with this in mind, and we found that triflates of AlIII, ScIII, ZnII,


and InIII resulted in increased reaction rates and significantly


enhanced chemical yields. We determined indium(III) triflate


SCHEME 2. Original �-Lactam Method


SCHEME 3. Cocatalyst Quenching
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to be the best cocatalyst across the board; ironically, indium-


based Lewis acids have infrequently been used in organic syn-


thesis, and their coordination chemistry is not well-explored.17


One reason may be that InIII binds to many ligands revers-


ibly and with comparatively low affinity.18 The most striking


aspect of InIII coordination chemistry is characteristically fast


ligand on/off rates; even bidentate ligands are generally


highly labile.19 This fact may hold one reason why InIII works


efficiently in our system, and in contrast to CuI, any InIII bind-


ing to the cinchona alkaloid catalyst is highly reversible and


perhaps of low affinity. This argument raises the question of


how to account for the increased yields observed for ScIII, AlIII,


and ZnII when each is known to have slower ligand exchange


rates. A plausible explanation is that the ligand exchange


between the quinuclidine nitrogen and the imino ester must


favor the bidentate binding afforded by the imino ester. Hav-


ing firmly established In(OTf)3 as the best overall Lewis acid


cocatalyst for our reaction, we applied this system to various


substrates to determine the scope of its influence (Figure 1).


Generally, the yields increase by 1.5–2-fold with the InIII


cocatalyst, and enantioselectivity is excellent and virtually


unaffected by the metal.


Role of the Lewis Acid. There are three plausible mech-


anistic alternatives that could account for the observed effect


of the Lewis acid. We originally postulated that InIII binds to


the imino ester and increases its reactivity toward the nucleo-


philic ketene enolate (Figure 2A). Another possibility is that the


metal binds to the zwitterionic enolate, making it more ther-


modynamically stable (Figure 2B). This would have a two-


pronged effect: (1) the more stable ketene enolate would be


more chemoselective, eliminating undesired side reactions,


and (2) assuming equilibrium between the ketene and the


enolate, metal binding is expected to increase the relative con-


centration of the enolate, thereby accounting for the increased


rate of the reaction. A third possibility involves the simulta-


neous operation of both alternatives, with the metal organiz-


ing a termolecular-activated complex (Figure 2C). On the basis


of substantial mechanistic evidence, we were able to elimi-


nate the metal-enolate binding scenarios (parts B and C of


Figure 2).15b Notably, Calter and Huang have reported a sim-


ilar bifunctional system, in which the Lewis acid acts by bind-


ing and organizing a chelating version of the ketene enolate


instead of activating the imine.9 They use a cinchona alka-


loid nucleophile in conjunction with a Lewis acid to form �-lac-


tams from aryl imines and phenoxyacetyl chloride. In this


system, bidentate metal-enolate binding is preferred to


monodentate metal-imine binding for hard Lewis acids.


We had previously determined that the rate-determining


step (RDS) of the metal-free reaction involves acylation of the


catalyst by the acid chloride and/or ketene formation.12b In


our bifunctional system, we found that the metal cocatalyst


does not participate in the RDS but has a substantial effect on


the chemoselectivity of a process after the RDS (Scheme 4), an


observation consistent with the established RDS of the metal-


free reaction. Using a “knock-out” strategy where we avoid the


original RDS by preformation of the ketene,20 we determined


that InIII enhances the rate of the C-C bond-forming step.15b


We have also established that metal binding to the imino


ester plays a pivotal role in the bifunctional reaction. Coordi-


nation and complexation of metals with imino esters are well-


precedented,21 and we found IR and NMR evidence that InIII


does bind to the imino ester in our system. However, we


FIGURE 1. Sample of �-lactams synthesized, employing cocatalysts
BQ and In(OTf)3 (yields in red without metal).


FIGURE 2. Possible roles of the Lewis acid.


SCHEME 4. Metal-Mediated Chemoselectivity of the Bifunctional
Pathway
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designed what we believe is a more direct (and more elegant)


test for productive metal binding. We modified the N substitu-


ent of the imino ester to contain an additional metal-binding


moiety (6, Scheme 5). In the absence of the metal cocatalyst,


8 reacts slightly faster (1.5×) than 6. However, when In(OTf)3
is added as a cocatalyst, the reactivity is reversed: imino ester


6 reacts 4 times faster than substrate 8. Both substrates react


faster with the metal than without; while imino ester 8
receives only a 3-fold rate increase from the metal cocata-


lyst, 6 experiences a tremendous 20-fold rate increase. The


difference is clearly due to the tridentate nature of 6. The


o-methoxy group helps hold the metal in place, so that it


spends relatively more time activating the imine.


Mechanistic Hypothesis for the Bifunctional Reaction.
Combining all of these data allows us to formulate a mecha-


nism for the bifunctional reaction of ketenes with imino esters


(Scheme 6). Acylation of BQ forms the nonmetal-coordinated


zwitterionic enolate; activation of the imino ester by the InIII


cocatalyst facilitates the C-C bond-forming addition reaction;


and a transacylation then forms the �-lactam and regener-


ates the catalyst.


3. Other Seminal Examples


Lewis Acid-BINOL-Phosphine Oxide Catalysts. A useful


class of bifunctional catalysts was developed by Shibasaki et


al. in 1999 for the asymmetric Strecker reaction.22 Using


BINOL as a scaffold, they envisioned a catalyst-organized tran-


sition-state complex, where AlIII activates the carbonyl oxy-


gen, while the tethered phosphine oxide interacts with


TMS-CN. On the basis of IR and other control experiments,


the authors proposed a transition-state model for the enanti-


oselective reaction (Figure 3).


These AlIII-BINOL-P(O) bifunctional catalysts are particu-


larly useful because, with minor modifications, a variety of


asymmetric reactions can be effected. For example, Shiba-


saki applied this catalyst system to the Reissert reaction, which


forms quaternary products in high yield and excellent enan-


tioselectivity (Figure 4), simply by increasing the Lewis acid-


ity of AlIII.23


In a similar use of a bisphosphoryl BINOL system, Ishihara


employed a conjugate Lewis acid-Lewis base system to per-


form highly enantioselective (up to >99% ee) alkylations of


aldehydes with dialkylzinc to produce a series of chiral sec-


SCHEME 5. PMP- Versus OMP-Imine Reaction Rates SCHEME 6. Proposed Mechanism of Bifunctional [2 + 2]
Cycloaddition


FIGURE 3. Dual activation in Shibasaki’s Strecker reaction.


FIGURE 4. Shibasaki’s bifunctional Reissert reaction.
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ondary alcohols.24 It was noted that the phosphoryl group was


essential for high catalytic activity. Lewis acidic ZnII activa-


tion of the aldehyde was complemented with Lewis basic


phosphoryl activation of the dialkylzinc, leading to substrate


alkylation (Figure 5).


Lewis Acid-Salen Catalysts. Several interesting bifunc-


tional systems based on the combination of metal-salen com-


plexes with Lewis bases have recently been developed. Chen


et al. used a chiral titanium-salen complex in conjunction


with an achiral N-oxide Lewis base to catalyze the cyanosily-


lation of aldehydes.25 Moberg performed the enantioselec-


tive cyanation of aldehydes to produce optically active


cyanohydrin esters in high yield and ee, employing a cata-


lytic system derived from a dimeric TiIV-salen complex and


triethylamine.26 Kozlowski has used a novel titanium-salen


complex containing a remote nucleophile to catalyze dialky-


lzinc additions to various substrates, including R-ketoesters27


and R-iminoesters,28 with high yield and moderate enantiose-


lectivity. The Lewis acid complex activates the electrophile,


and the nucleophile enhances the reactivity of dialkylzinc (Fig-


ure 6).


In 2007, a stereochemically complex bifunctional catalytic


system was developed by Lin et al. that promotes a [2 + 2]


cycloaddition between ethenone and benzyloxyacetaldehyde


to produce the corresponding �-lactone in high yield (91%)


and ee (>99%).29 The configuration of the diaminopropanoic


acid linker (Figure 7, one diastereomer shown) proved to be


inconsequential; the chiral induction is provided solely by the


Lewis base. This is notable because the quinuclidine-bound


enolate is presumed to attack the metal-activated aldehyde


intramolecularly. The researchers propose a bifunctional man-


ifold based on several control experiments, including one test


where no product was formed in a catalytic system composed


of a discrete CoII-salen complex and a quinine derivative.


Other Noteworthy Systems. A recent report by Feng et


al. highlights the cooperative catalytic action of indium(III) and


a chiral bis-N-oxide additive, which together effect the


enantioselective allylation of R-ketoesters.30 Remarkably,


the bis-N-oxide catalyst alone promoted the reaction of tet-


raallylstannane with the substrate in low yield with no opti-


cal induction; the presence of In(OTf)3 was necessary to


produce chiral products in good yield and ee. Their proposed


transition state involves InIII coordination to the substrate and


the chiral additive, while the N-oxide initiates the InIII-assisted


transfer of the allyl group (Figure 8).


Nelson et al. have reported several remarkable lithium-as-


sisted reactions of cinchona alkaloid ketene enolates. In 2004,


the authors enhanced their [2 + 2] cycloaddition reaction of


aldehydes and ketenes with LiClO4 to activate otherwise unre-


active, sterically hindered aldehydes. This bifunctional sys-


tem expands the scope of these cycloaddition reactions,


providing access to disubstituted �-lactones, through a puta-


tive metal-organized six-member transition-state complex


(Scheme 7A).31 More recently, Nelson proposed a similar tran-


sition-state argument for the lithium/cinchona alkaloid cocata-


lyzed reaction of ketenes and N-thioacyl imines (Scheme 7B).


This system affords the [4 + 2] cycloadducts in high yield with


excellent stereochemical control.32


FIGURE 5. Ishihara’s asymmetric alkylation reaction.


FIGURE 6. Kozlowski’s proposed intermediate.


FIGURE 7. Lin’s proposed activated complex.


FIGURE 8. Feng’s proposed transition-state complex.
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4. [4 + 2] Cycloaddition of o-Benzoquinone
Derivatives and Ketenes
Everyone knows that catalytic, enantioselective Diels–Alder


reactions have become powerful tools for the construction of


six-membered rings, with extensive synthetic applications to


natural and unnatural products with a wide range of biologi-


cal activity.33 Typically, they are catalyzed by a chiral Lewis


acid (or Lewis base) through dienophile activation. There are


few well-documented cases for activation of both diene and


dienophile in tandem.34 Here, we present two examples of the


bifunctional catalysis of hetero-Diels–Alder reactions, devel-


oped in our laboratory, that exploit the obvious metal-chelat-


ing abilities of o-benzoquinone derivatives.


o-Benzoquinone Diimides. In the first stages of our inves-


tigation, we discovered that the reaction between ketene eno-


lates and o-benzoquinone diimides (QDIs, 10, Scheme 8)


forms the [4 + 2] cycloadduct quinoxalinones (11) in out-


standing enantioselectivity (>99% ee) but low yields.34a In the


initial screen (no metal cocatalyst), the reaction also proceeded


slowly with the formation of unidentified byproducts in addi-


tion to the desired quinoxalinone. Drawing an analogy to our


bifunctional �-lactam system,15b we believed that activation of


the potentially chelating benzoquinone diimide by a Lewis


acid cocatalyst may increase the rate of the desired reaction.


We tested our hypothesis by screening the metal salts that


were most successful in our bifunctional �-lactam method,


namely, Al(OTf)3, In(OTf)3, Sc(OTf)3, and Zn(OTf)2. Our results


demonstrated an increase in yield for all four cocatalysts,


although Zn(OTf)2 proved to be the best and most cost-effec-


tive of the group. It was used for all subsequent reactions,


which produced products in generally high yield and phenom-


enal enantioselectivity (Figure 9).


Although a detailed mechanistic study has yet to be under-


taken, we believe that the Lewis acid activates the diimide


through chelation without affecting the nucleophilic enolate.


We explored this possibility by observing the interaction of the


metal triflate with the QDI by IR. The imine and carbonyl


stretches of QDI shift to lower frequency in the presence of 1


equiv of Zn(OTf)2. Scandium(III) triflate, the second best per-


former in our screen, causes similar bathochromic shifts; these


results were consistent with PM3 vibrational analysis, indicat-


ing that the ZnII and ScIII coordinate to the diimide. In an ini-


tial rate study, we observed a 20-fold rate increase when 10


mol % Zn(OTf)2 cocatalyst was added to a standard reaction,


without erosion of enantioselectivity.


We also investigated the regioselectivity of this method


when using unsymmetrical QDIs. In each case, only one


regioisomer was produced and, again, only one enantiomer


was detected (Figure 9). A proposed mechanism for the regi-


oselective cycloaddition, which can be rationalized by reso-


nance considerations, is shown in Scheme 9. We believe the


reaction proceeds in a stepwise fashion, initiated by nucleo-


philic attack of the ketene enolate to the most electrophilic


nitrogen. The products of these reactions may have signifi-


cant biological applications. Quinoxalinones have structural


similarities to benzodiazepines35 but have not been investi-


gated as thoroughly. To demonstrate the utility of this method,


we synthesized two biologically active compounds: compound


12, an inhibitor of cholesterol ester transfer protein,36 and


SCHEME 7. Nelson’s Lithium-Organized Activated Complex


SCHEME 8. Bifunctional o-Benzoquinone Diimide Reaction


FIGURE 9. Sample quinoxalinones from the standard bifunctional
reaction.
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compound 13, which exhibits strong antiviral activity against


HIV37 (Scheme 10).


o-Benzoquinone Imides. Having successfully employed


Lewis acid cocatalysts to improve the rate and yield of ketene


enolate reactions with both imino esters and QDIs, we sought


to improve upon the [4 + 2] cycloaddition reaction of o-ben-


zoquinone imides (QIs, 14, Scheme 11) and acid-chloride-de-


rived ketene enolates.34b These asymmetric reactions produce


dihydro-1,4-benzoxazinones, which can lead to R-amino acid


derivatives. The standard reaction in the absence of metal


forms the benzoxazinone (15) in modest yield and >99%


ee.38 We discovered that after forming the cycloadduct 15, we


can directly transform the product to an R-amino acid deriv-


ative (16) by quenching the reaction with MeOH; subsequent


oxidative cleavage of the aryl group gives the free amine 17
(Scheme 11).


Using this method, we can obtain a broad spectrum of nat-


ural and non-natural R-amino acids in >99% ee. As in the


earlier cases, we wanted to make our method more useful by


optimizing the yields through the use of a Lewis acid cocata-


lyst. A number of metal triflates were screened for this pur-


pose, and we found that In(OTf)3, Zn(OTf)2, and Sc(OTf)3


provided increased yields. We believe the Lewis acid coordi-


nates to the quinone imide to enhance its electrophilicity,


thereby increasing the reaction rate and ultimately the yield.


We compared several substrates in the Sc(OTf)3 cocatalyzed


bifunctional system and found considerably increased yields


(up to a 42% increase), and once again, all products were


nearly enantiopure (Figure 10).


5. Conclusion


As these examples demonstrate, chiral organic catalysts and


Lewis acids may combine to form systems of great power and


potential. Most remarkable is the range of metal complexes


that can be employed, virtually spanning the Periodic Table


SCHEME 9. Proposed Mechanism of Regioselective Bifunctional
Cycloaddition


SCHEME 10. Synthesis of Drug Targets, R ) CO2-i-Pr


FIGURE 10. Amino acid derivatives from the standard bifunctional
reaction (red indicates the absence of metal).


SCHEME 11. Bifunctional QI Reaction To Form R-Amino Acid
Derivatives, R ) p-NO2-Ph
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from lithium to indium. For our own part, we have contrib-


uted to this rapidly growing field with three separate meth-


ods that combine cinchona alkaloid nucleophiles with Lewis


acids, to increase the reaction rates and yields with no loss in


selectivity, through simultaneous activation of both nucleo-


philic and electrophilic reagents.
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C O N S P E C T U S


The preparation of chiral compounds in enantiomerically pure form is
a challenging goal in modern organic synthesis. The use of chiral


metal complex catalysis is a powerful, economically feasible tool for the
preparation of optically active organic compounds on both laboratory and
industrial scales. In particular, the metals coordinated by one or more
chiral phosphorus ligands exhibit amazing enantioselectivity and reac-
tivity. Many chiral phosphorus ligands have been synthesized and used
in transition-metal-catalyzed asymmetric reactions in past decades. How-
ever, a large number of reactions still lack effective chiral ligands, and
the enantioselectivities in many reactions are substrate-dependent. The
development of effective chiral phosphorus ligands, especially ligands having novel chiral backbones, is still an important
task in the area of asymmetric catalysis.


Molecules containing a spirocyclic framework are ubiquitous in nature. The synthesis of molecules with this spiro structure can
be traced back to 100 years ago. However, the use of this spirocyclic framework to construct chiral phosphorus ligands is a recent
event. This Account outlines the design and synthesis of a new family of chiral spiro phosphorus ligands including spiro diphos-
phines and spiro monodentate phosphorus ligands with 1,1′-spirobiindane and 9,9′-spirobifluorene backbone and their applica-
tions in transition-metal-catalyzed asymmetric hydrogenation and carbon-carbon bond formation reactions.


The chiral spiro diphosphine lgands SDP with a 1,1′-spirobiindane backbone and SFDP with a 9,9′-spirobifluorene backbone,
and the spiro monophosphorus ligands including phosphoramidites, phosphites, phosphonites, and phospholane with a 1,1′-
spirobiindane backbone were synthesized in good yields from enantiomerically pure 1,1′-spirobiindane-7,7′-diol and 9,9′-spiro-
bifluoren-1,1′-diol.


The ruthenium complexes of chiral spiro diphosphine ligands proved to be very effective catalysts for asymmetric hydroge-
nations of ketones, R-arylaldehydes and R,�-unsaturated acids. The rhodium complexes of chiral spiro monophosphorus ligands
are highly enantioselective for the asymmetric hydrogenations of R- and �-dehydroamino acid derivatives, R-arylethenyl aceta-
mides and non-N-acyl enamines. The spiro monophosphorus ligands were demonstrated to be highly efficient for the Rh-cata-
lyzed asymmetric addition of arylboronic acids to aldehydes and N-tosylarylimines, Pd-catalyzed asymmetric allylation of aldehydes
with allylic alcohols, Cu-catalyzed asymmetric ring opening reactions with Grignard reagents, and Ni-catalyzed asymmetric hydrovi-
nylation of styrene derivatives with ethylene.


The chiral spiro phosphorus ligands show high enantioselectivities for a wide range of transition-metal-catalyzed asym-
metric reactions. In most of these transformations, the enantioselectivities of spiro phosphorus ligands are superior to those
obtained by using the corresponding phosphorus ligands with other backbones. These results arise from the intriguing chiral
inducement of spiro structures of the ligands.


Introduction


Many biologically active compounds, such as


pharmaceuticals, agrochemicals, flavorings, and


functional materials, exhibit “handedness.” The


preparation of these “handed” (chiral) compounds


in enantiomerically pure form is a challenging


goal in modern organic synthesis. Undoubtedly,
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the use of chiral metal complex catalysis is a powerful, eco-


nomically feasible tool for the preparation of optically active


organic compounds on both laboratory and industrial scales.1


In particular, the metals coordinated by one or more chiral


phosphorus ligands exhibit amazing enantioselectivity and


reactivity2 (Figure 1).


Initially, the design and synthesis of chiral phosphorus


ligands focused on monodentate P-chiral phosphines, but


the level of asymmetric inducement was rather low.3 The


situation changed drastically in 1971 when Dang and


Kagan introduced the tartrate-derived C2-symmetric diphos-


phine DIOP in asymmetric hydrogenation, achieving high


enantioselectivites.4 The interest in ligand design shifted


from P-chiral monophosphines to chelating diphosphines


with chirality at their backbones, especially those with


C2-symmetry. This trend was further bolstered by the suc-


cess of the diphosphine DIPAMP in the production of the


chiral drug L-DOPA by the Monsanto Company, providing


the first example of an industrial application of asymmet-


ric catalysis.5 However, diphosphine ligands were mainly


applied in the Rh-catalyzed asymmetric hydrogenation of


R-dehydroamino acids until Noyori and Takaya reported in


1980 the outstanding diphosphine ligand BINAP, which was


successfully applied in the ruthenium-catalyzed asymmet-


ric hydrogenation of various functionalized olefins and


ketones.6 Inspired by BINAP, a large number of diphosphine


ligands with biaryl backbones have been developed in the


past two decades.7


Although many chiral phosphorus ligands have been


synthesized and used in transition-metal-catalyzed asym-


metric reactions, a large number of reactions still lack effec-


tive chiral ligands, and the enantioselectivities in many


reactions are substrate-dependent. Therefore, the develop-


ment of effective chiral phosphorus ligands, especially


ligands having novel chiral backbones, is still an impor-


tant and challenging task for chemists. In this Account, we


highlight our efforts to develop chiral spiro phosphorus


ligands with 1,1′ -spirobiindane and 9,9′ -spirobifluorene


backbones and to apply them in transition-metal-catalyzed


asymmetric hydrogenation and carbon-carbon bond for-


mation reactions.


Design and Synthesis of Chiral Spiro
Phosphorus Ligands with 1,1′-
Spirobiindane and 9,9′-Spirobifluorene
Backbones
Molecules containing a spirocyclic framework are ubiquitous


in nature. The synthesis of molecules with this spiro struc-


ture can be traced back to the late 1890s.8 However, the use


of this spirocyclic framework to construct chiral phosphorus


ligands is a recent event. In 1900, von Baeyer introduced the


name “spirocyclane” for bicyclic hydrocarbons having two


rings with a common carbon atom (spiro carbon), construing


them to be shaped like pretzels.9 Actually, due to the tetrahe-


dron structure of the spiro carbon, bicyclic spiro compounds


are not true “pretzels” because the two rings of the spiro com-


pounds lie in perpendicular planes. This structural feature not


only restricts the rotation of the two rings and gives rise to an


axial chirality in spiro compounds having substituents on the


rings but also increases molecular rigidity. In spiro molecules,


two rings connect at a quaternary center through σ-bonds,


which makes racemization of chiral spiro compounds virtu-


ally impossible. With these characteristics, spiro compounds,


especially C2-symmetric spiranes, are ideal backbones for


chiral phosphorus ligands. However, the chiral spiro phospho-


rus ligand was not studied until the past decade, probably due


to the difficulty of synthesizing optically pure spiro


compounds.


In 1992, Kumar used chiral spiro diols cis,cis-(+)- and (-)-


spiro[4,4]nonane-1,6-diol as chiral auxiliaries in the reduc-


tion of ketones with lithium aluminum hydride, giving the


corresponding alcohols with good enantioselectivities.10 Chan


and Jiang used the chiral spiro diol as a backbone to synthe-


size the chiral phosphinite ligands SpirOP and demonstrated


that they were highly enantioselective in rhodium-catalyzed


asymmetric hydrogenation of R-dehydroamino acid deriva-


tives.11 Very recently, additional research groups have partic-


ipated in the development of chiral ligands with spiro


backbones.12


Seeking chiral ligands with novel backbones, we became


interested in the chiral spirobiindane and spirobifluorene phos-


phorus compounds. Spiro[4,4]nonane is not itself a chiral mol-


ecule. Substitutions on the spiro cycles introduce more than


one chiral center into the molecule and increase the difficulty


of synthesizing optically pure ligands. However, spirobiindane


and spirobifluorene, which can be regarded as benzo deriva-


tives of spiro[4,4]nonane, only have axial chirality, and their


highly rigid spiro structures make them good potential back-


bones of chiral ligands (Figure 2).


FIGURE 1. Examples of chiral phosphorus ligands.
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The chiral spiro phosphorus ligands (R)- or (S)-SDP (6) with


a 1,1′-spirobiindane backbone were synthesized from opti-


cally pure (R)- or (S)-1,1′-spirobiindane-7,7′-diol (1)13 in high


yields by the methods illustrated in Scheme 1.14


The chiral ligands with a 9,9′-spirobifluorene backbone


(SFDP, 8)15 (Scheme 2) are easily prepared from enantiomeri-


cally pure 9,9′-spirobifluoren-1,1′-diol (7)16 by the same pro-


cedure used for the SDP ligands.


The structural characteristics of SDP and SFDP ligands were


revealed by X-ray analysis of single crystals of complexes


[PdCl2((S)-6a)]14b and [PdCl2((R)-8a)].15a Both complexes have


a square-planar configuration, and the eight-membered het-


erometallocyclic rings formed by chelation of the ligands 6a
and 8a to palladium are highly rigid (Figure 3). The P-Pd-P


bite angles in [PdCl2((S)-6a)] and [PdCl2((R)-8a)] are 96.0° and


96.7°, respectively, which are greater than that of [PdCl2((R)-


BINAP)] (92.7°).17 In addition, one P-phenyl group on each


phosphorus atom in these two palladium complexes lies par-


allel to the indane or fluorene ring. The central distances


between the P-phenyls and the indane or fluorene ring are 3.5


and 4.2 Å in [PdCl2((S)-6a)] and 3.5 and 3.6 Å in [PdCl2((R)-


8a)], thereby indicating the existence of π-π stacking inter-


actions between the P-phenyl rings and the indane or fluorene


ring. This π-π stacking interaction was also observed in com-


plex [PdCl2((R)-BINAP)].17


Very recently, the enantioselectivity-inducing potential of


chiral monodentate phosphorus ligands was rediscovered,18


and several efficient chiral monophosphorus ligands based on


the 1,1′-binaphthalene backbone such as monophosphine


MOP,19 monophosphoamidite MonoPhos,20 and monophos-


phite21 were reported and applied in the asymmetric hydro-


genation of functionalized olefins and other asymmetric


transformations with good to excellent enantioselectivities.


These results showed that the chiral inducement by mono-


phosphorus ligands could be equal or even superior to that


obtained by bidentate phosphorus ligands. Current develop-


ment of phosphorus ligands has witnessed a strong competi-


tion between monodentate and bidentate phosphorus ligands.


We have synthesized a series of chiral spiro monodentate


phosphorus ligands including phosphoramidites 9,22 phosphi-


tes 10,23 phosphonites 11, 24 and phospholane 1225 ligands


with a 1,1′-spirobiindane scaffold from spiro diol 1 in good


yields by using simple procedures (Figure 4).


Asymmetric Catalytic Hydrogenation
Asymmetric hydrogenation utilizing molecular hydrogen to


reduce prochiral olefins, ketones, and imines is currently one


of the most efficient methods for the production of chiral


amino acid derivatives, chiral alcohols, and chiral amines,


which are important building blocks for constructing enantio-


merically pure pharmaceuticals and functional materials. The


transition metal complexes of SDP and SFDP families of


ligands, as well as chiral spiro monophosphorus ligands,


proved to be very effective catalysts with high enantioselec-


tivities for the hydrogenation of a broad scope of unsatur-


ated substrates.


Hydrogenation of Ketones. The enantioselective reduc-


tion of carbonyl compounds catalyzed by well-defined transi-


tion metal complexes is an efficient synthetic tool for


producing optically active alcohols. One of the best catalysts


for ketone hydrogenation is the RuCl2[(diphosphine)(1,2-di-


amine)] complex, which was initially reported by Noyori.26 The


ruthenium complexes of chiral spirobiindane diphosphines,


RuCl2[(SDPs)(1,2-diamine)], were also found to be highly effec-


tive catalysts in the asymmetric hydrogenation of prochiral


ketones.14a The steric hindrance of the ligand has a strong


influence on the enantioselectivity of the catalyst. A bulkier


ligand provides higher enantioselectivity; the ligand 6d (Xyl-


SDP) containing 3,5-dimethyl groups on the P-phenyl rings is


the best, giving 99% enantiomeric excess (ee) in the asym-


metric hydrogenation of acetophenone. The reactivities of the


RuCl2[(SDPs)(1,2-diamine)] catalysts are extremely high. For


example, using the catalyst RuCl2[((S)-6d)((R,R)-DPEN)], the


hydrogenation of acetophenone can be carried out at a cata-


lyst loading of 0.001 mol %. A variety of simple ketones


including aromatic, heteroaromatic, and R,�-unsaturated


ketones can be hydrogenated by the catalyst RuCl2[((S)-


6d)((R,R)-DPEN)], producing the corresponding chiral second-


ary alcohols in excellent enantioselectivities (Figure 5).


The RuCl2[(diphosphine)(1,2-diamine)] complex catalyzed


asymmetric hydrogenation of ketones was performed under


basic reaction conditions. The two enantiomers of R-arylcy-


cloketone compounds can racemize rapidly under these con-


ditions, allowing dynamic kinetic resolution (DKR) of the


racemate by asymmetric hydrogenation. Thus, we applied


RuCl2[(SDPs)(1,2-diamine)] catalysts in the asymmetric hydro-


genation of racemic R-arylcycloketones.27 Through DKR, use


of the catalyst RuCl2[((S)-6d)((R,R)-DPEN)] converted both enan-


FIGURE 2. Spiro backbones for phosphorus ligands.
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tiomers of racemic R-aryl cyclohexanones to the R-aryl cyclo-


hexanols. The cis/trans stereoselectivities (>99/1) and


enantioselectivities (up to 99.9% ee) are excellent (Scheme 3).


Hydrogenation of Aldehydes. Although exciting progress


had been achieved in asymmetric hydrogenation of ketones,


no successful example of asymmetric hydrogenation of alde-


hydes, providing enantiomer-enriched primary alcohols, had


been reported prior to our work.28 In the hydrogenation of


prochiral ketones, at least one new stereogenic center is gen-


erated. However, no new stereogenic center is generated in


the hydrogenation of R-branched aldehydes, which makes


enantiocontrol of the reaction extremely difficult. Our attempts


to achieve the asymmetric hydrogenation of racemic R-aryla-


ldehyde via DKR using RuCl2[(SDPs)(1,2-diamine)] complexes


as catalysts led to remarkable results (Figure 6).29 The com-


plex RuCl2[((S)-6e)((R,R)-DACH)] was the optimum choice of cat-


alyst, and a bulky alkyl group at the R-position of the racemic


R-arylaldehydes was crucial for obtaining high enantioselec-


tivity. This result represents the first example of asymmetric


hydrogenation of aldehydes via DKR.


The chiral primary alcohols prepared by the process in Fig-


ure 6 have wide potential applications in the synthesis of


chiral pharmaceuticals, pesticides, and natural products. For


example, the product (S)-2-(4-methoxyphenyl)-3-methylbutan-


SCHEME 1. The Synthetic Route for SDP Ligands


SCHEME 2. The Synthesis of SFDP Ligands


FIGURE 3. OPTER diagrams of [PdCl2((S)-6a)] (top) and [PdCl2((R)-8a)]
(bottom).
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1-ol (94% ee) is the key intermediate for the synthesis of


natural product (1S,4S)-cis-7-methoxy-calamenene.30 Quinolyl-


methoxyphenyl acetic acid derivatives are important leukot-


riene receptor antagonists and lipoxygenase inhibitors (e.g.,


BAY × 1005 31) and can be synthesized easily by our method


(Scheme 4).


Hydrogenation of r,�-Unsaturated Carboxylic Acids.


Enantioselective hydrogenation of R,�-unsaturated carboxy-


lic acids catalyzed by transition metal complexes is a straight-


forward method for the synthesis of optically active carboxylic


acids, which are widely used as chiral drugs or important inter-


mediates in the synthesis of pharmaceutically interesting com-


pounds.32 A number of chiral diphosphine ligands have been


used successfully in the ruthenium-catalyzed asymmetric


hydrogenation of R,�-unsaturated carboxylic acids.33 The Ru-


diacetate complexes ligated by SDP and SFDP ligands (6a and


8a) were applied in the asymmetric hydrogenation of tiglic


acid. The results illustrated in Scheme 5 clearly show that the


SFDP ligand, which has a larger bite angle, is superior to the


ligands BINAP and SDP in terms of enantioselectivity.15 Intro-


ducing 3,5-dimethyl (ligand 8d) and 3,4,5-trimethyl (ligand


8e) groups on the P-phenyls of the SFDP ligand enhanced the


enantiomeric excess of hydrogenation products. Interestingly,


the enantioselectivity of the reaction was further increased as


the catalyst loading was reduced from 1 mol % to 0.1 and


0.01 mol %. Thus, this catalytic hydrogenation might prefer-


entially occur at higher concentrations, which is very impor-


tant for a catalyst used on a production scale.


A variety of tiglic acid derivatives have been hydrogenated


by using the catalyst Ru/8d (Figure 7). High enantioselectivi-


ties (>94% ee) and good yields (∼90%) were obtained for all


tested substrates regardless of the bulkiness of the R1 and R2


groups. However, the reaction rate was obviously retarded


when a large group was introduced at either the R- or �-po-


sition in the tiglic acid type substrates.


In contrast to the excellent results obtained in the asym-


metric hydrogenation of tiglic acids, R-arylacrylic acids, and


other R,�-unsaturated carboxylic acids, initial attempts at


asymmetric hydrogenation of cinnamic acid derivatives were


FIGURE 4. Chiral spiro monophosphorus ligands with a 1,1′-spirobiindane backbone.


FIGURE 5. Ru-catalyzed asymmetric hydrogenation of ketones
using SDP ligands.


SCHEME 3. Hydrogenation of R-Arylcyclohexanones Using
RuCl2[((S)-6d)((R,R)-DPEN)]
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far from successful. The Ru-diacetate complex ligated with


BINAP had been applied in the hydrogenation of R-methyl-


cinnamic acid, but the enantioselectivity was very low (<40%


ee). By using the H8-BINAP ligand, Takaya significantly


improved the enantioselectivity to 89% ee.33c However, when


the catalyst Ru[(OAc)2((R)-8e)] was employed, an unprece-


dented enantioselectivity (94% ee) in the hydrogenation of


R-methylcinnamic acid was achieved. In this reaction, the


steric hindrance of the substituents on the P-phenyl rings of


the SFDP ligand has a notably positive influence on the reac-


tivity and enantioselectivity of the catalysts (Scheme 6).15


A variety of R-methylcinnamic acid derivatives were hydro-


genated by ruthenium catalyst ligated with TM-SFDP (8e) to


yield the corresponding saturated acids in excellent enantio-


meric excesses (Figure 8). This result represents the highest


FIGURE 6. Hydrogenation of R-arylaldehydes using RuCl2[((S)-6e)((R,R)-DACH)].


SCHEME 4. Preparation of BAY × 1005


SCHEME 5. Asymmetric Hydrogenation of Tiglic Acid with Ru-Diacetate Catalysts


FIGURE 7. Hydrogenation of tigilic acid derivatives with
Ru[(OAc)2((R)-8d)].
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level of enantiocontrol reported to date in the asymmetric


hydrogenation of cinnamic acid derivatives.


Asymmetric hydrogenation of R-aryloxyl or alkoxyl unsat-


urated carboxylic acids has not received much attention


despite the fact that its products, R-aryloxyl or alkoxyl car-


boxylic acids, are important in organic syntheses and indus-


trial production. When the catalyst [Ru(OAc)2((R)-8e)], which


provided the highest enantioselectivity in the asymmetric


hydrogenation of cinnamic acid derivatives, was employed for


the asymmetric hydrogenation of R-phenoxycrotonic acid,


only a moderate level of enantioselectivity was obtained.


However, when the catalyst [Ru(OAc)2((R)-8b)] having a


4-methyl group on each P-phenyl ring of the ligand was used,


the enantioselectivity of this reaction was improved signifi-


cantly to 94% ee. With the catalyst [Ru(OAc)2((R)-8b)], a num-


ber of crotonic acids substituted with different R-aryloxyl


groups can be hydrogenated to the corresponding chiral sat-


urated acids in high yields with good to high enantioselectivi-


ties (Figure 9).15b


Asymmetric Hydrogenation of Enamines. The Rh(I)-cat-


alyzed asymmetric hydrogenation of functionalized enamines,


such as R- and �-dehydroamino acid derivatives, and enam-


ides is one of the most efficient methods for the synthesis of


chiral amines. In the past three decades, Rh(I)-complexes bear-


ing chelating diphosphine ligands dominated this field.2


Recently, several Rh(I)-complexes bearing monodentate phos-


phorus ligands were developed, and high enantioselectivi-


ties were obtained in the asymmetric hydrogenation of


functionalized enamines.18 However, the successful mono-


dentate phosphorus ligands that have been reported are lim-


ited to phosphoramidites and phosphites containing a 1,1′-
binaphthylene backbone. We have developed a series of


chiral monophosphoramidite and monophosphonite ligands


bearing a spirobiindane backbone and demonstrated that they


are highly enantioselective in Rh(I)-catalyzed hydrogenation of


N-acyl and non-N-acyl enamines.


Spiro monophosphoramidite ligands 9 were very effective


in the hydrogenation of R-dehydroamino acid derivatives. The


ligand SIPHOS (9a), which has two dimethyl groups on the


nitrogen, gave the best results.22b,d For a variety of R-dehy-


droamino acid derivatives, excellent enantioselectivities


(96-99.3% ee) were obtained under ambient H2 pressure


(Figure 10). These results are better than or comparable to


SCHEME 6. Asymmetric Hydrogenation of R-Methylcinnamic Acid
Using Ru-Diacetate Catalysts


FIGURE 8. Asymmetric hydrogenation of R-methylcinnamic acid
derivatives with Ru[(OAc)2((R)-8e)].


FIGURE 9. Hydrogenation of R-aryloxy crotonic acids catalyzed by
[Ru(OAc)2((R)-8b)].


FIGURE 10. Asymmetric hydrogenation of R-dehydroamino acid
derivatives catalyzed by Rh(I)/(S)-9a or (S)-11c.
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those achieved with diphosphine ligands34 and other mono-


phosphorus ligands.18


To study the electronic effects of ligands, spiro phospho-


nite ligands 11, which have different substituents at the para
position of the P-phenyl ring, were prepared and applied in


the hydrogenation of (Z)-methyl-2-acetamido-3-phenyl-


acrylate.24a It was found that an electron-withdrawing sub-


stituent on the P-phenyl ring of the ligand dramatically


diminished both the reactivity and enantioselectivity of the


catalyst in the reaction. In contrast, the ligand 11c having an


electron-donating p-MeO group gave the best enantioselec-


tivity and the fastest reaction rate. The data in Figure 11


clearly indicate that electron-rich monophosphorus ligands are


beneficial to both enantioselectivity and reactivity of the


rhodium catalysts in this reaction.


The Rh-catalyzed asymmetric hydrogenation of �-dehy-


droamino acid derivatives is another model reaction. Although


a higher hydrogen pressure (100 atm) was needed for the


hydrogenation of �-dehydroamino acid derivatives, both the


phosphoramidite ligand SIPHOS (9a) and the phosphonite


ligand 11c gave high enantioselectivities in this transforma-


tion (Figure 12).22d,24a It is noteworthy that the Rh(I) com-


plexes of ligands 9a and 11c can hydrogenate Z/E mixtures


of �-aryl-�-(acylamino)acrylates to produce �-amino acid deriv-


atives. This is of practical importance because the �-(acylami-


no)acrylate substrates are normally prepared as a mixture of


Z- and E-isomers.


The spiro phosphoramidite ligands 9 were highly enanti-


oselective in the asymmetric hydrogenation of R-arylethenyl


acetamides. In this reaction, a smaller dialkylamino group in


the ligand was found to be crucial for obtaining high enanti-


oselectivity. Using the ligand SIPHOS (9a), a series of


R-arylethenyl acetamides can be hydrogenated with 91-
99.7% ee.22a This result was superior to that obtained by


using the ligand MonoPhos (90-94% ee),35 showing that the


1,1′-spirobiindane backbone confers better enantioselective


inducement than the 1,1′-binaphthalene backbone in the


hydrogenation of R-arylethenyl acetamides (Figure 13).


Optically active cyclic amines are an important class of


compounds that are used widely in pharmaceutical synthe-


sis. For example, chiral 1-aminoindanes are the key inter-


mediates for drugs such as rasagiline for Parkinson’s


disease.36 The asymmetric hydrogenation of N-(1,2-dehy-


dro-1-indanyl)acetamide is a potential method to produce


enantiomer-enriched 1-aminoindane. With the Rh/9a cata-


lyst, N-(1,2-dehydro-1-indanyl)acetamides were suc-


cessfully hydrogenated to 1-aminoindanes in high enanti-


oselectivities (Figure 14).22d


In the current approaches to asymmetric hydrogenation of


enamides, a substantial drawback is the requirement for an


N-acyl group in the substrate. This N-acyl group is considered


indispensable for the substrate to form a chelated complex


with the metal of the catalyst in the transition state, giving


good reactivity and enantioselectivity.37 Until our study, only


FIGURE 11. Electronic effect of ligands in Rh(I)-catalyzed
asymmetric hydrogenation of (Z)-methyl-2-acetamido-3-
phenylacrylate.


FIGURE 12. Asymmetric hydrogenation of �-dehydroamino acid
derivatives using Rh(I)/(S)-9a or (S)-11c.


FIGURE 13. Hydrogenation of R-arylethenyl acetamides using
Rh(I)/(S)-9.
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two reports have tackled the challenging class of enamine


substrates without an N-acyl group, and moderate to excel-


lent enantioselectivities have been achieved.38 During our


study on the asymmetric hydrogenation of non-N-acyl enam-


ines, we found that the phosphonite 11h, which has a tBu


group on the P-atom, was an admirable ligand for the asym-


metric hydrogenation of (E)-1-(1-pyrrolidinyl)-1,2-dia-


rylethenes. In the presence of 2 mol % I2 and 20 mol % acetic


acid as additives, a variety of (E)-1-(1-pyrrolidinyl)-1,2-dia-


rylethenes can be hydrogenated by the Rh(I)/(S)-11h catalyst,


yielding the corresponding tertiary amines with excellent


enantioselectivities (up to 99.9% ee) (Scheme 7).24b Other


ligands such as the diphosphine ligands BINAP, Josiphos, and


SDP (6a) and the monodentate phosphorus ligands Mono-


Phos, H-MOP, SIPHOS (9a), and ShiP (10a) provided the hydro-


genation product with very low enantioselectivities under the


same reaction conditions.


Asymmetric Catalytic Carbon-Carbon
Bond Formation
Asymmetric catalytic carbon-carbon bond formation is one of


the most essential and effective tools for the construction of


chiral organic molecules. The metal complexes of monoden-


tate spiro phosphorus ligands were demonstrated to be very


effective for different types of asymmetric carbon-carbon


bond formation reactions.


Addition of Arylboronic Acids to Aldehydes and N-
Tosylarylimines. The enantioselective addition of aryl orga-


nometallic reagents to aromatic aldehydes is a very useful


method for the synthesis of enantiomer-enriched chiral dia-


rylmethanols, which are important intermediates for the syn-


thesis of biologically and pharmaceutically active compounds.


However, reports of successful transition-metal-catalyzed


asymmetric addition of aryl organometallic reagents to aro-


matic aldehydes are scarce. In 1998, Miyaura and co-work-


ers first reported the enantioselective Rh-catalyzed addition of


phenylboronic acid to naphthaldehyde by using the (S)-MeO-


MOP ligand, giving naphthylphenylmethanol in low enanti-


oselectivity (41% ee).39 However, by employing the ligand (S)-


10f, which has a 2-naphthoxy substituent on the P-atom, the


enantioselectivity of this reaction was remarkably improved to


87% ee. Either electron-rich or electron-deficient benzalde-


hydes and various arylboronic acids can be applied as sub-


strates and reagents in the reaction, producing


diarylmethanols in high yields (88-98%) with good enanti-


oselectivities (62-87% ee) (Figure 15).23b


By extension of this Rh(I)/ShiP catalyst system to the addi-


tion of arylboronic acids to N-tosylarylimines, high enantiose-


lectivities were achieved. With the catalyst generated in situ
from Rh(acac)(C2H2)2 and (S)-ShiP (10a), which has a phenoxy


group on the P-atom, the arylation of a variety of aromatic


imines with different arylboronic acids gave N-tosylmethy-


lamine products in good yields (65-85%) with excellent


enantioselectivities (85-95% ee) (Figure 16).40


To understand the prominent enantioselective inducement


of spiro phosphite ligands 10 in the Rh-catalyzed addition of


arylboronic acids to imines, we grew a single crystal of


FIGURE 14. Asymmetric hydrogenation of cyclic enamides using
Rh(I)/(S)-9a.


SCHEME 7. Hydrogenation of (E)-1-(1-Pyrrolidinyl)-1,2-diarylethenes
Using Rh(I)/(S)-11h


FIGURE 15. Asymmetric addition of arylboronic acids to aldehydes
using Rh(I)/(S)-10f.
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[Rh(COD((S)-10a)2)]BF4 that was suitable for X-ray diffraction.


The structure analysis showed that two coordinating spiro


phosphite ligands created an effective asymmetric environ-


ment around the rhodium. Two phenyl groups of the phos-


phite ligand 10a blocked the back side of the complex. From


the proposed stereorecognition model (Figure 17), it can be


seen that the phenyl group transferred favorably to the Re face


of the imine, providing the corresponding product with the R


configuration, which is consistent with the X-ray analysis of a


single crystal of the addition product.40


Allylation of Aldehydes with Allylic Alcohols. Catalytic


enantioselective allylation of aldehydes represents one of the


most efficient strategies for the synthesis of chiral homoal-


lylic alcohols. In 2004, Zanoni and co-workers reported Pd-


catalyzed asymmetric allylation of benzaldehyde with allyl


esters by umpolung of π-allylpalladium complexes.41 In con-


sideration of synthetic efficiency and green chemistry, we


attempted the direct use of allylic alcohols as allylation


reagents in this transformation and found that chiral mono-


dentate spiro phenylphospholane SITCP (12) was a compe-


tent ligand for this task. In the presence of the Pd(II)/(R)-12
catalyst and Et3B as the reducing reagent, a series of aromatic,


heteroaromatic, and aliphatic aldehydes can be allylated by


cinnamyl alcohol to provide the corresponding homoallylic


alcohols in good enantioselectivities and excellent diastereo-


selectivities. The simple allylic alcohol prop-2-en-1-ol also can


serve as an allylation reagent (Scheme 8).25


Cu-Catalyzed Ring-Opening Reactions. Enantioselec-


tive desymmetrization of meso oxabicyclic alkenes with a


nucleophile, that is, asymmetric ring opening (ARO), is an effi-


cient strategy by which cyclic compounds with multiple ste-


reocenters can be constructed in one operation. Many


organometallic reagents such as dialkylzinc have been applied


successfully in this reaction, and excellent stereoselectivities


and enantioselectivities were achieved.42 However, the Grig-


nard reagent, the most readily available organometallic


reagent, has been scarcely utilized in the ARO reactions.42b


The reason for the rare application of the Grignard reagent in


this important reaction might be attributed to the complex


FIGURE 16. Addition of arylboronic acids to N-tosylarylimines
using Rh(I)/(S)-10a.


FIGURE 17. Crystal structure of [Rh(COD)((S)-10a)2]BF4 and the
stereorecognition model.


SCHEME 8. Asymmetric Allylation of Aldehydes with Allylic
Alcohols Using Pd(II)/(R)-12
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mechanism of the ARO reaction with this hard nucleophile. In


a study of Cu-catalyzed ARO reactions with Grignard reagents,


we demonstrated that the phosphoramidite (S,SS)-9d, which


has a di-((S)-1-phenylethyl)amino group on the P-atom, was


the best choice of ligands for this reaction. Using Cu(II)/(S,SS)-


9d, the ARO of various oxabenzonorbornadiene substrates


with different Grignard reagents yielded ring-opening prod-


ucts with excellent anti/syn selections and good enantioselec-


tivities (Figure 18).43


Hydrovinylation of r-Alkyl Vinylarenes. Ni-catalyzed


asymmetric hydrovinylation of vinylarenes is an important


carbon-carbon bond-forming reaction, and impressive


progress has been achieved.44 During the study of Ni-cata-


lyzed asymmetric hydrovinylation, we were aware that this


transformation could be a new approach for the construction


of all-carbon quaternary stereocenters if an R-alkyl vinylarene


is used as the substrate. By using spiro phosphoramidite


ligand (S,RR)-9e, different R-alkyl vinylarenes reacted with eth-


ylene under ambient pressure to afford the hydrovinylation


products bearing a chiral all-carbon quaternary center in excel-


lent enantioselectivities. These vinylation products are poten-


tially useful intermediates for the synthesis of versatile


optically active molecules, such as chiral carboxylic acids and


aldehydes (Figure 19).45


Conclusions
A series of C2-symmetric chiral spiro phosphorus ligands


including diphosphines, monodentate phosphoramidites,


phosphites, phosphonites, and phospholanes that are based


on spirobiindane and spirobifluorene backbones have been


synthesized and applied to various transition-metal-catalyzed


FIGURE 18. Cu(II)-catalyzed asymmetric ring-opening reaction by using (S,SS)-9d.


FIGURE 19. Asymmetric hydrovinylation of vinylarenes with Ni(I)/
(S,RR)-9e.
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processes. Gratifyingly, these chiral spiro phosphorus ligands


furnish excellent enantioselectivities for a wide range of reac-


tions such as the Ru-catalyzed asymmetric hydrogenations of


racemic R-arylaldehydes and R,�-unsaturated acids, the Rh-


catalyzed asymmetric hydrogenations of R-arylethenyl aceta-


mides and non-N-acyl enamines, and the Ni-catalyzed


asymmetric hydrovinylation of R-alkyl vinylarenes to construct


chiral all-carbon quaternary centers. These results arise from


the intriguing chiral inducement of spiro phosphorus ligands.


In the coming years, further investigations will disclose the


merits of this family of chiral spiro phosphorus ligands for


more transition-metal-catalyzed asymmetric reactions.
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C O N S P E C T U S


Polymorphs are different crystalline modifications of the same chemical substance. When different conformers of the same
molecule occur in different crystal forms, the phenomenon is termed conformational polymorphism. Occasionally, more


than one conformer is present in the same crystal structure. The influence of molecular conformation changes on the for-
mation and stability of polymorphs is the focus of this Account.


X-ray crystal structures of conformational polymorphs were analyzed to understand the interplay of intramolecular (con-
former) and intermolecular (lattice) energy in the crystallization and stability of polymorphs. Polymorphic structures stabilized by
strong O-H · · · O/N-H · · · O hydrogen bonds, weak C-H · · · O interactions, and close packing were considered. 4,4-Diphenyl-2,5-
cyclohexadienone (1) and bis(p-tolyl) ketone p-tosylhydrazone (3) are prototypes of C-H · · · O and N-H · · · O hydrogen-bonded
structures. Distance-angle scatter plots of O-H · · ·O and C-H · · ·O hydrogen bonds extracted from the Cambridge Structural Data-
base indicate that polymorphs with a larger number of symmetry-independent molecules (high Z′) generally have better interac-
tions when compared with the polymorphs with lower Z′ values, with the implication that these symmetry-independent molecules
have different conformations. Since molecular conformer (Econf) and crystal lattice (Ulatt) energy differences are of the same mag-
nitude in organic crystals (typically <5 kcal mol-1), situations wherein these two factors compensate or cancel one another are
illustrative. Calculation of conformer and lattice energies using Gaussian 03 and Cerius2 in 23 recently published polymorph sets
shows that a strained conformer (higher Econf) is stabilized by stronger interactions or better crystal packing (lower Ulatt) in two-
thirds of the cases, whereas there is no energy balance in the remaining structures.


Organic molecules with flexible torsions and low-energy conformers have a greater likelihood of exhibiting polymor-
phism because (1) different conformations lead to new hydrogen -bonding and close-packing modes and (2) the tradeoff
reduces the total energy difference between alternative crystal structures. As a test case, polymorph promiscuity in fuch-
sones (6) is related to the conformational diversity at the exo-methylene phenyl rings and the small energy difference com-
puted for dimethyl fuchsone polymorphs. These ideas find application in the design of putative pharmaceutical polymorphs
and crystal structure prediction.


Introduction


Molecular conformation is a subtle but impor-


tant property in the chemistry of the organic solid


state.1 Rotations about single bonds (intramolecu-


lar torsions) are worth 1-3 kcal mol-1 but can be


as high as 8 kcal mol-1 due to steric factors or


restricted rotation.2 This Account discusses the


relationships between conformational changes in


a molecule and the formation and stability of crys-
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talline polymorphs that contain these different conformations.


Hydrogen bonding is perhaps the most important discriminat-


ing cohesive force in directing the crystallization of organic


molecules.3 The nature of strong or conventional hydrogen


bonds (4-15 kcal mol-1), such as O-H · · · O, N-H · · · O, or


O-H · · ·N, is well-studied in organic and biological structures.4


Weak hydrogen bonds (1-4 kcal mol-1), for example,


C-H · · · O, C-H · · · N, and N-H · · · π, are equally significant in


crystal packing.5,6 The weakest van der Waals and dispersive


interactions (0.5-1.0 kcal mol-1) are worth about the ther-


mal energy of atoms at 300 K (RT ∼ 0.6 kcal mol-1). Nota-


bly, the energies of intramolecular torsions and intermolecular


nonbonded interactions lie in the same range (0.5-10 kcal


mol-1). Therefore, there is an immediate possibility that con-


formationally flexible systems are prone to polymorphism.


In typical cases, a crystal form with a favorable single bond


torsion finds an alternative polymorph where a slightly disfa-


vored torsional geometry is compensated by a better


C-H · · · O or van der Waals interaction. Alternatively, an


extreme deformation of one torsion angle or several small


deformations may be allowed in a new polymorph that opti-


mizes a strong hydrogen bond geometry. Thus, molecular


conformation and hydrogen bonding can influence each other


and in turn the overall crystal packing. In a classical exam-


ple, the flat conformation of ortho-H biphenyl is favored in the


solid state although it lies ∼1.5 kcal mol-1 above the lowest


(gas-phase) energy conformation, which has an inter-ring twist


angle of 44°.7 The herringbone T-motif stabilizes the meta-


stable planar conformation in biphenyl crystal structures. Brock


and Minton8 referred to the stabilization of strained conform-


ers by crystal packing forces as a systematic effect, a term that


continues to be used in the literature.2


Crystallization may be viewed as the directed assembly of


close to an Avogadro number of molecules in an ordered,


periodic, and infinite lattice.9 However, crystal structures are


not necessarily the global free energy minima of solid-state


supramolecular assemblies.10 That polymorphs11,12 represent


metastable structures on the free energy landscape was stated


by Ostwald13 over a century ago in his famous Rule of Stages,


“When leaving a metastable state, a given chemical system


does not seek out the most stable state, rather the nearest


metastable one that can be reached with minimum loss of free


energy.” In a contemporary interpretation, Desiraju14 formu-


lated this dichotomy in crystallization as the formation of


kinetic and thermodynamic products (crystals) via a


Curtin-Hammett-like reaction pathway.


McCrone15 defined polymorphism as “the existence of a


solid crystalline phase of a given compound resulting from the


possibility of at least two different arrangements of the mol-


ecules of that compound in the solid state. Figure 1 illustrates


how changes in molecular conformation lead to different


supramolecular arrangements of conformational poly-


morphs.16 In crystallography terminology, Z′ is the number of


formula units in the unit cell (Z) divided by the number of


independent general positions for that space group.17 For the


present discussion, Z′ is the number of crystallographically


unique molecules or conformers that will tessellate in space to


build the crystal structure. Hydrogen bonding, systematic


effects, and multiple conformers in crystalline polymorphs of


some organic molecules (Figure 2) are discussed in this


Account. Industrial interest in polymorphism is rapidly grow-


ing because it impacts pharmaceutical form discovery, patent-


ing, and drug formulation.18,19 Crystal engineering and


FIGURE 1. (a) Schematic representation of polymorphs i and ii for
a rigid molecule, (b) a conformationally flexible molecule has a
greater number of packing arrangements, iii-vi, and (c) two
symmetry-independent molecules (Z′ > 1) in conformational
isomorph vii.
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supramolecular isomerism in coordination polymers20 and the


interplay of hydrogen bonding and coordination geometry in


malleable metal-organic systems21 are reviewed elsewhere.


Conformational Polymorphs
Our first encounter with polymorphism was serendipitous.


Photochemical rearrangements of 4,4-diphenyl-2,5-cyclohexa-


dienone (1) have been studied for decades,22 but its crystal


chemistry was unexplored until 1998.23 Compound 1
appeared to be a proof-of-concept molecule for crystal engi-


neering of the benzoquinone C-H · · ·O tape.24 However, real-


ity proved to be a surprise. Dienone 1 afforded three


concomitant polymorphs,25 A, B, and C, upon crystallization


from EtOAc/n-hexane. Addition of CH2Cl2 to the same solu-


tion afforded form D, and a fifth form (E) was crystallized from


EtOH/CH2Cl2.26 Crystal structures C and E “disappeared” after


our initial result. They converted to form B, an occupational


hazard for crystallization chemists.27 The four polymorphs of


1 set a record of 19 molecular conformers (Figure 3) in X-ray


crystal structures and the high Z′ of 12 in form C (see mole-


cules in Figure S1, Supporting Information) is rare among


organic polymorph sets in the Cambridge Structural Data-


base28 (Table 1).


The abundance of polymorphism in 1 was traced to the


presence several low-lying conformers (0-2 kcal mol-1)


through rotation about the Cquinone-Cphenyl single bond. Con-


former energies (Econf) vary as B < D < A, whereas form A <
D < B in lattice energy (Ulatt) values (Table 2).29 From the


dynamic equilibrium mixture of conformers at ambient to 100


°C (∆Econf ≈ RT), one or more conformations crystallize in a


particular form at supersaturation conditions. Because of dif-


ferent orientations of phenyl rings, the (Ph)C-H · · · OdC inter-


actions have different geometry (2.2-2.8 Å, Figure S2,


Supporting Information) and strength in different crystal struc-


tures. The formation of polymorphs A-D mediated via one or


more conformers and C-H · · · O helix and dimer synthons


I-III (Figure 3) is therefore understandable, at least in


hindsight.


Very simple, almost classic, molecules can have a rich


structural chemistry. Rafilovich and Bernstein30 reported four


polymorphs of benzidine (2). Forms I-IV have rare and


unusual Z′ values of 4.5, 3, 1.5, and 4.5 (BENZIE, Table 1).


Form III transformed to I at 90-100 °C in an endothermic


solid-solid phase change measured by differential scanning


calorimetry (DSC) and hot stage microscopy (HSM), making it


an enantiotropic system according to the heat of transition


rule.31 Form II is the thermodynamic phase of benzidine. The


15 planar and twisted conformers in tetramorphs of 2 (the pla-


nar half-molecules reside on the inversion center) arise due to


rotation about the central biphenyl bond.8 Different notations


(Roman or Arabic numerals or letters) are in vogue to desig-


nate polymorphs. Polymorphs are indicated with bold face,


italic font in this Account.


Intramolecular and intermolecular energy compensation, or


systematic effects, are easier to quantify in conformational poly-


morphs 1-3 of bis(p-tolyl) ketone p-tosylhydrazone (3)


because Z′ ) 1 in each structure. An unusual structural fea-


ture in 3 is that the first polymorph contained the expected


N-H · · · OdS dimer but N-H · · · O hydrogen bonding is com-


pletely absent in forms 2 and 3 (Figure 4). Such polymorph


pairs of a hydrogen-bonded structure and another non-H-


bonded form of the same molecule are uncommon. The use


of available strong hydrogen bond donors and acceptors is


almost axiomatic.32 Among molecules that can make


O-H · · · O, N-H · · · O, and O-H · · · N hydrogen bonds, there


are only two reported examples of H-bonded and close-


packed (no H bonds) polymorph pairs.33,34


Forms 1 and 3 of molecule 3 were assigned as kinetic and


thermodynamic states.35 (1) The less stable polymorph was


isolated first according to Ostwald’s rule. (2) Form 3 has higher


density and melting point than form 1 (1.29, 1.24 g cm-3;


159-160, 142-143 °C). (3) Lattice energy of polymorph 3 is


lower than that of form 1 (Table 3). Crystallization of form 2


could not be reproduced27 subsequent to the isolation of sta-


ble polymorph 3. Of the three torsion angles τ1, τ2, and τ3 in


tosylhydrazone 3 (Figure 5), the maximum variation is at the


FIGURE 2. Some conformationally flexible molecules that exhibit
polymorphism. The main bond torsions are indicated with arrows.
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sulfonamide moiety, so Econf was computed as a function of


τ1. The observed conformers of 3 in crystal structures are


within 10° torsion angle (∼5 kcal mol-1) of the minimum


energy at τ1 ) 60°. Thermodynamic form A is more stable


FIGURE 3. (a) Overlay of 19 symmetry-independent conformers of form A (red), form B (green), form C (blue), and form D (yellow) and (b-d)
conformers Ai, Bi, Bii, etc., and C-H · · · O helix and dimer synthons I-III mediate different crystal packing arrangements in polymorphs A, B,
and D (Z′ ) 1, 4, and 2) of molecule 1. Form C (not shown, Z′ ) 12) is similar to B.
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than form B (molecule 1) and form 3 is more stable than form


1 (molecule 3) based on DSC, HSM, and powder X-ray


diffraction.29,35 These experimental observations are consis-


tent with Etotal (Ulatt + Econf) rankings but not Ulatt values (Tables


2 and 3). Notably, the transient, disappearing nature of forms


C and 2 (of compounds 1 and 3, respectively) is rationalized


by their highly strained conformers. All this reinforces the


importance of accounting for the Econf contribution. The gain


or penalty from Econf must be added or subtracted to Ulatt


before validating computed energies with experimental poly-


morph stabilities.


5-Methyl-2-[(2-nitrophenyl)amino]-3-thiophenecarbonitrile


(4), or ROY, is the archetype conformational polymorph with


its red, orange, and yellow crystal colors arising from differ-


ent molecular conformations in different structures.36 Poly-


morphs of 1 and 2 have multiple molecular conformers in the


asymmetric unit (conformational isomorphs), whereas 3, 4,


and methacrylamide37 polymorphs have one symmetry-inde-


pendent molecule but in different conformations (conforma-


tional polymorphs).


Multiple Z′ in Polymorphic Sets
High Z′ is an uncommon and enigmatic event. Z′ is e1 (usu-


ally 1 or 0.5) in 87% of structures; less than 12% of “organic”


crystal structures have Z′ > 1.38 Steed’s39 seminal review on


high Z′ in crystal structures and Brock’s40 crystallographic stud-


ies on alcohols led us to summarize some of the reasons for


multiple molecules in crystals.29 (1) The “packing problem” of


awkwardly shaped molecules is resolved through the pres-


ence of multiple molecules or conformers, for example, biphe-


nyls in twisted conformation have Z′ > 1. (2) Alcohols and


phenols often aggregate as O-H · · ·O bonded clusters of σ-co-


operative chains and helices. A conflict or frustration between


the demands of directional hydrogen bonding and isotropic


space filling is reconciled through pseudosymmetric Z′ > 1


packing, for example, cholesterol Z′ ) 8, 16. (3) There are sev-


eral low-lying, interconverting conformers in solution and


more than one may crystallize simultaneously because of


kinetic factors. The third reason usually applies to multiple Z′
in conformational polymorphs.


We analyzed the factors responsible for high Z′ in poly-


morphic sets41 because of the simplifying factor that the


molecular species is the same. A distance-angle scatter plot


of C-H · · · O hydrogen bonds in polymorphs A-D of 1


TABLE 1. Polymorphs with g3 Forms and High Z′ > 4 in Organic
Crystals


CSD Refcode no. of polymorphs Z′ value


BENZIE 4 4.5
DUVZOJ 3 6
HEYHUO 4 12
IFULUQ 5 8
THIOUR 3 4.5
ZZZVTY 3 5


TABLE 2. Conformer Energy (Econf, Spartan 04) and Lattice Energy
(Ulatt, Cerius2) of Molecule 1a


polymorph Ulatt, COMPASS Econf,
b HF/6-31G** Etotal ) Ulatt + Econf


A 0.00 1.22 1.22
B 1.03 0.46 1.49
D 0.82 1.16 1.98


a Energy is reported in kcal mol-1 per molecule. Form C is excluded because
of high R-factor (0.112). Econf ) 2.8-8.9 kcal mol-1. b Mean energy of
multiple conformers relative to the gas-phase minimum.


FIGURE 4. (a) N-H · · · OdS dimer in form 1 of tosylhydrazone 3, (b)
interdigitation of tolyl rings in form 3. There are no N-H · · · O
hydrogen bonds in structures 2 and 3. Crystal packing in form 2
(not shown) is similar to that in form 3.


TABLE 3. Econf (Gaussian 03, B3LYP/6-31G(d,p)), Ulatt (Cerius2,
COMPASS), and Etotal of Molecule 3 (in kcal mol-1) Relative to the
Minimum Crystal Conformer and Lattice Energy


polymorph τ1 Ulatt Econf Etotal


form 1 65.9 3.39 0.00 3.39
form 2 70.3 2.42 6.29 8.71
form 3 62.4 0.00 0.85 0.85
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showed that the more significant near-linear interactions (θ )
150-180°) are shorter (stronger) in the higher Z′ polymorph.


The shortest C-H · · · O in form C ) 2.30 Å, B ) 2.33 Å, D )
2.47 Å, and A ) 2.54 Å (Figure S2, Supporting Information).29


Our solitary observation in a tetramorph set was confirmed in


crystal structures published about the same time.42,43


Data mining to extract new structural trends is an impor-


tant research goal in chemical crystallography.28 Even though


the CSD contains over 415 000 entries, the number of accu-


rate crystal structures that satisfy the requisite criteria could be


small. There are 38 neutral organic polymorph sets having Z′
g 1 in molecules without competing OH/NH groups.44 Strong


hydrogen-bonding groups were excluded from the polymorph


subdatabase to minimize structural interference in weakly


bonded crystals. Geometric data in C-H · · · O distance-angle


scatter plots were classified into two categories: the higher Z′
polymorph has shorter C-H · · · O interactions in 26 cases,


while the reverse situation is true in 12 examples. The more


significant short and linear interactions (<2.3 Å and >150°)


are more frequent in high Z′ polymorphs. There are 13/194


red dots (high Z′) compared with 3/77 blue dots (low Z′) in the


upper left quadrant of the scatter plot (Figure 6). That the high


Z′-strong C-H · · · O correlation is followed in 26 out of 38


polymorph sets, or in 68% of cases, is quite good given the


relatively diffuse geometry and moderate strength-length


relation of weak C-H · · ·O interactions.5,6 The accepted notion


that high Z′ in alcohol/ phenol crystal structures is due to H


bond stabilization40 was evaluated statistically. Now the higher


Z′ structure has shorter O-H · · · O bond distances in 22/32


sets (40/116 red interactions compared with 14/47 blue dots


at <1.8 Å, >160° cutoff), while the converse is true in 7 cases


(69% positive correlation; 3 pairs were excluded because crys-


tal structures were determined at different temperatures or the


distance difference is too small). The interaction geometry in


all 70 crystal structure sets of high and low Z′ is given in the


Supporting Information to ref 44. There is evidence of a con-


nection between hydrogen bond strength and multiple mol-


ecules in the asymmetric unit. However, the trend is derived


from a small subset of hits in the current database. About 150


polymorph sets of variable Z′ would make a statistically robust


subset. The H bond strength-high Z′ relation will surely refine


over the years as additional polymorphs and new systems are


deposited (see growth in Table S1, Supporting Information).


We note that that the behavior of N-H · · · N interactions30,45


(Figure S3, Supporting Information) is similar to that of


C-H · · · O and O-H · · · O bonds.


Analysis of the interaction geometry in polymorph sets sug-


gests that enthalpy is important in bringing together multiple


molecules during crystal nucleation because high Z′ crystal


structures have shorter (stronger) hydrogen bonds than the


low Z′ polymorphs.44 We postulate that clusters of molecules


sustained by stronger interactions carry over from solution to


the solid state without achieving identical conformation or


symmetry adjustment, leading to multiple molecules and


pseudosymmetry in the crystal lattice, that is, Z′ > 1. Whereas


this has been noted in crystal structures sustained by


O-H · · ·O chains and helices46–48 and those crystallized from


the melt,49 our database results generalize these arguments


and extend them to exclusively C-H · · · O bonded molecular


crystals.29,44


FIGURE 5. Potential energy curve of molecule 3 as a function of τ1 computed in Gaussian 03, B3LYP/6-31G(d,p). The shallow curve near
the minimum at τ1 ) 60° affords conformational diversity (∆τ1 ) (10°) at a small energy penalty (∆E ) 5 kcal mol-1). τ2 and τ3 variation in
crystalline conformers is <4°.
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Conformational Flexibility and Polymorph
Promiscuity
Two views have been expressed on whether conformation-


ally flexible molecules are more likely to be polymorphic. Yu


et al.50 argued that when different conformers lead to differ-


ent crystal structures, the effective concentration of the con-


former that leads to the observed form(s) is lowered in the


Boltzmann population, which reduces the degree of super-


saturation, for example, crystallization of carbohydrates and


alditols is affected by the relative energies of anomers in solu-


tion. Bernal51 analyzed conformationally flexible molecules in


the CSD and concluded that the likelihood of similar or dif-


ferent conformers in polymorphic crystals is comparable; that


is, conformational flexibility neither hinders nor favors poly-


morph frequency. We analyze this issue from an energetic


viewpoint.


How common are systematic effects, or conformer and lat-


tice energy balance, in polymorphs? Polymorphic structures of


flexible organic molecules published during the past decade


to good crystallographic accuracy (R-factor < 0.08, 3D coor-


dinates determined, no disorder) were culled from the litera-


ture, and their conformer and lattice energies were


recalculated52 to compare on a uniform scale. Since observed


conformers in crystal structures can have different torsion


angles compared with the gas-phase minimized state and are


of often higher in energy, “constrained optimization” of the


crystal conformer was performed. The main torsion angles


were held fixed, but bond distances of all atoms were allowed


to relax at the nearest local minimum. This Econfopt value is a


better match to the experimental conformer energy than the


Econf parameter of Tables 2 and 3 (heavy atoms fixed, only


X-H bonds were optimized)29,35 because even small devia-


tions in bond distances amount to a heavy energy contribu-


tion.16 For crystal structure energy (Ulatt), small variations in


cell parameters were permitted but not gross differences


between the calculated and experimental lattice parameters.


Such computational practices are well established.2,29,35,53


Energy values on 23 conformational polymorph sets (Fig-


ure 7) recomputed for this Account (Table S2, Supporting Infor-


mation) vary slightly from those calculated in the original


papers, because of different constraints or minimization meth-


ods or basis set or force field used, but the ranking order


remains largely unchanged. What is pertinent to the present


discussion is not the absolute Ulatt and Econfopt values, but


the fact that ∆Ulatt ≈ ∆Econfopt. Notably, conformer and lat-


tice energy are compensatory in 16 polymorph systems.


Typical ∆Ulatt values are small (∼1-4 kcal mol-1), and they


become smaller when Econfopt destabilization is accounted


(∆Etotal ≈ 0.2-2 kcal mol-1). For example, the R and � pol-


ymorphs of N,N′-bis(m-nitrophenyl)urea (SILTOW, Figure 7)


typify conformer and synthon energy compensation54 to


give polymorphs of very similar total energy. The planar,


stable diphenyl urea conformer makes N-H · · · Ourea and


N-H · · ·Onitro H bonds in the thermodynamic R form, whereas


a twisted, strained conformer builds up the energetically


favored N-H · · · Ourea tape in the metastable � polymorph.


FIGURE 6. (a) Short C-H · · · O interactions are more numerous in
high Z′ (red) compared with low Z′ (blue) polymorphs and (b) H
bond strength-high Z′ correlation for O-H · · · O hydrogen bonds is
presented. The percentage population of red dots (high Z′ crystal
structures) is higher in the short-linear quadrant (stronger H
bonds). The cutoffs of 2.30 Å/150° for short C-H · · · O and 1.80 Å/
160° for short O-H· · ·O hydrogen bonds are based on the accepted
criteria.3–6 The higher frequency of red dots in the upper left quadrant
persists even when the threshold is increased by 0.1 Å.
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The phenylene rotor-linked gyroscope molecule 5 (Figure 2)


with an almost flat conformer energy landscape has at least


seven solid-state forms, of which four are polymorphs (B-E)


and three are solvates (A, F, G).55 A test system to evaluate the


above-mentioned hypothesis is fuchsones or 4-(R,R-diphenyl-


methylene)-1,4-benzoquinone, 6, which are conformationally


labile at the exo-methylene-diphenyl moiety (see Figure 2).


Four compounds are polymorphic among the seven 2,6-di-


substituted fuchsones synthesized and screened using solu-


tion and melt crystallization methods.56 Fuchsones are the first


instance of a polymorphic family discovered by a molecular


engineering approach. To summarize, since conformer strain


and barrier to rotation are about 2-3 kcal mol-1 or lower,


interconversion will be relatively facile to restock the reac-


tive conformer via a Curtin-Hammett-like energy profile.35


Sufficient concentration of the right conformer will be avail-


able in the liquid phase to give a particular polymorph in


molecular systems at fast pre-equilibrium. We conclude that


conformational flexibility in organic molecules increases the


likelihood of polymorphism. (1) Several conformers are avail-


able in the crystallization milieu (solution or melt phase) to


form different hydrogen bond synthons and close-packing


motifs. (2) The intra- and intermolecular energy compensa-


tion reduces total crystal energy differences, which increases


the likelihood of polymorphism. In this physical organic


approach to understanding conformational polymorphism, we


take gas-phase conformer values for molecules present in sol-


id-state structures. The role of solvent in conformer stabiliza-


FIGURE 7. (a) Polymorph sets analyzed for conformer (Econfopt) and lattice (Ulatt) energy compensation. ∆Ulatt and ∆Etotal values (kcal mol-1,
Table S2, Supporting Information) are mentioned below the CSD REFCODE. Systematic effects (16/23 cases) are shown in bold. (b) Qualitative
energy diagram of N,N′-bis(m-nitrophenyl)urea (SILTOW) concomitant polymorphs based on values from Table S2. The total energies are
very close due to intra- and intermolecular compensation. The “a” indicates that the data are too recent for inclusion in the CSD.
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tion and crystal nucleation57 is surely important but beyond


the scope of this Account.


Conclusions and Future Directions
Systematic effects wherein high-energy conformers are stabi-


lized by stronger hydrogen bonds or more efficient close pack-


ing in crystal structures are not a one-off occurrence. They are


frequently observed in polymorphic crystal structures. The


compensation of conformer destabilization by the crystal envi-


ronment increases the likelihood of polymorphism in mole-


cules with flexible torsions. This observation is of significant


relevance in pharmaceutical polymorphism because typical


drug molecules represent a confluence of conformational


mobility and functional complexity.18,19 Accounting for the


energetic tradeoff in the equation ∆Etotal ) ∆Ulatt + ∆Econf is


a necessary step in the experimental validation and crystal


structure prediction of conformationally flexible molecules.53


Cocrystals and their practical applications in pharmaceuticals58


could not be covered due to space limitation. Starting with the


unexpected discovery of aspirin form II in an attempted 1:1


cocrystallization with levetiracetam,59 new polymorphs of one


of the components were obtained in cocrystallizations.30,44,60


Apart from pure organic systems, conformational isomerism in


organic ligands amplify polymorphism opportunities in coor-


dination polymers and hybrid solids.20,21 Polymorphism is a


fascinating research topic spanning the interests of physical,


organic, inorganic, metal-organic, supramolecular, computa-


tional, and pharmaceutical chemists.


I thank the Department of Science and Technology, Govern-


ment of India, for research funding on polymorphism. The Uni-
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C O N S P E C T U S


Interpretation of structural properties and dynamic behavior of
molecules in solution is of fundamental importance to under-


stand their stability, chemical reactivity, and catalytic action.
While information can be gained, in principle, by a variety of
spectroscopic techniques, the interpretation of the rich indirect
information that can be inferred from the analysis of experi-
mental spectra is seldom straightforward because of the subtle
interplay of several different effects, whose specific role is not
easy to separate and evaluate. In such a complex scenario, the-
oretical studies can be very helpful at two different levels: (i) sup-
porting and complementing experimental results to determine
the structure of the target molecule starting from its spectral
properties; (ii) dissecting and evaluating the role of different
effects in determining the observed spectroscopic properties. This
is the reason why computational spectroscopy is rapidly evolving from a highly specialized research field into a versatile
and widespread tool for the assignment of experimental spectra and their interpretation in terms of chemical physical effects.
In such a situation, it becomes important that both computationally and experimentally oriented chemists are aware that
new methodological advances and integrated computational strategies are available, providing reliable estimates of fun-
damental spectral parameters not only for relatively small molecules in the gas phase but also for large and flexible mol-
ecules in condensed phases.


In this Account, we review the most significant methodological contributions from our research group in this field, and
by exploiting some recent results of their application to the computation of IR, UV–vis, NMR, and EPR spectral parame-
ters, we discuss the microscopic mechanisms underlying solvent and vibrational effects on the spectral parameters.


After reporting some recent achievements for the study of excited states by first principle quantum mechanical approaches,
we focus on the treatment of environmental effects by means of mixed discrete-continuum solvent models and on effective
methods for computing vibronic contributions to the spectra. We then discuss some new developments, mainly based on
time-dependent approaches, allowing us to go beyond the determination of spectroscopic parameters toward the simula-
tion of line widths and shapes.


Although further developments are surely needed to improve the accuracy and effectiveness of several items in the pro-
posed approach, we try to show that the first important steps toward a direct comparison between the results obtained in
vitro and those obtained in silico have been made, making easier fruitful crossovers among experiments, computations and
theoretical models, which would be decisive for a deeper understanding of the spectral behavior associated with complex
systems and processes.
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1. Introduction


The prediction and interpretation of structural properties and


dynamic behavior of molecules in solution is at the heart of


a deeper understanding of their stability, chemical reactivity,


and catalytic action. Information can be gained, in principle,


by a number of spectroscopic techniques, magnetic as well as


optical. However, the interpretation of the rich indirect infor-


mation that can be inferred from the analysis of experimen-


tal spectra is seldom straightforward without reference to


some theoretical model. This is the reason why computational


spectroscopy is rapidly evolving from a highly specialized


research field into a versatile and widespread tool for the


assignment and interpretation of experimental spectra.1–4


However, the large majority of accurate quantum mechan-


ical studies refer to equilibrium structures in the gas phase,


whereas experiments are usually performed in condensed


phases and include dynamical averaging effects by both


intramolecular (e.g., solute vibrations) and intermolecular (e.g.,


solvent librations) degrees of freedom. Furthermore, experi-


ments do not provide just a “number” (the spectroscopic


parameter) but a whole spectrum with its own (more or less


structured) shape, where fundamental pieces of information


about the system or process under investigation are often hid-


den. Unraveling the role of the different effects whose inter-


play determines the overall spectral pattern is a nontrivial task


requiring an effective integration of experimental and com-


putational approaches toward the elaboration of more and


more accurate and reliable interpretative and predictive tools.


To this aim, bridging the gap between the systems examined


in vitro or in vivo and those modeled in silico is of paramount


importance and requires theoretical methods able to go


beyond the computation of a single spectral parameter in the


gas phase toward the simulation of entire spectra in solution.


In this Account, we will report some significant steps in this


direction and review some basic aspects of computational


spectroscopy, highlighting how intramolecular and intermo-


lecular degrees of freedom influence several spectroscopic


parameters. The focus we have chosen, namely, organic


molecular systems, has implications both on the kind of exper-


imental spectroscopic techniques and on the level of compu-


tational description. Thus, we will pay particular attention to


IR, UV–vis, NMR, and EPR spectroscopic parameters of


medium to large size molecules involving atoms of the first


two rows of the periodic table in solution. Of course, several


groups have provided significant contributions related to dif-


ferent aspects covered here (e.g., see ref 5), but we will mainly


refer to our own experience in the field.6–21


In the first part of our presentation, we will focus mainly on


the microscopic mechanisms underlying environmental and


vibrational effects on the spectroscopic parameters. Concern-


ing solvent effects, we shall discuss in some detail available


methods for including both bulk effects and specific solute–


solvent interactions on the spectral parameters. We will also


discuss the main problems and the most effective strategies


for studying the spectroscopic behavior of medium/large size


molecules, those most interesting for biological and techno-


logical applications.


The second part of our contribution concerns, instead, more


recent developments enabling calculations of whole spectra


that can be directly compared with experimental ones, that is


going beyond the determination of the spectroscopic param-


eters toward the simulation of line widths and shapes. This


step involves a number of problems, ranging from the selec-


tion of reliable yet computationally feasible quantum mechan-


ical (QM) approaches for large molecules to the proper


account of vibrational averaging and environmental (e.g., sol-


vent) effects. Furthermore, in a real system, all the effects (e.g.,


intra- and intermolecular interactions) are mutually related, so


that feedback contributions must be included coupling, for


instance, solute vibrational modes and solvent librations by


suitable time-independent or time-dependent approaches.


These considerations point out the need for integrated com-


putational strategies in which different parts of the system or


time scales are treated at different levels of approximation but


allowing in an effective way interactions and transfers


between the different regions. Only in this way does it become


possible, for instance, to switch specific interactions on and off


in order to analyze their role on the overall observable. The


development of such a tool, its validation, and its application


to systems and processes of current interest will be sketched.


Of course, this is an ongoing research project, so some of its


building blocks are still under development, and others are


not yet fully validated. Also taking these considerations into


account, we will try to show that a number of interesting spec-


troscopic processes can already be analyzed in their full


complexity.


2. General Background


As mentioned in the Introduction, very reliable results can be


obtained for small to medium-size semirigid molecules in vac-


uum using the most refined post-Hartree–Fock (HF) appro-


aches coupled to large basis sets. Coupled-cluster (e.g.,


CCSD(T))3,4 and multireference perturbation theory (e.g.,


CASPT2)2 represent the de facto standards for ground and
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excited electronic states, respectively. The situation is more


involved for large flexible molecules in condensed phases


where some degree of approximation is probably unavoid-


able. Here, methods rooted in density functional theory (DFT)


have revolutionized the situation, paving the route toward a


general purpose approach with semiquantitative accuracy


along the whole periodic table without the need for prohibi-


tively large basis sets. As a rule of thumb, polarized split-


valence basis sets augmented by diffuse functions (e.g.,


6-31+G(d,p) to which most of the results presented in the fol-


lowing refer) provide semiquantitative results, and doubly


polarized triple-� basis sets again augmented by diffuse func-


tions (e.g., 6-311+G(2df,2p) or aug-cc-pVTZ) approach the


basis set limit. The subsequent development of linear scaling


implementations22 and of reliable discrete-continuum solvent


models,23 together with the time-dependent (TD-DFT) route to


excited electronic states,24,25 have further enlarged the field


of application of QM approaches. Of course, a number of prob-


lems remain to be solved (e.g., true multireference states,


charge transfer, van der Waals interactions, etc.), and the


development of improved functionals represents a very active


research field. However, when coupled with a suitable func-


tional (e.g., the parameter-free PBE0 model,26 systematically


used in the examples given in the following) DFT and TD-DFT


approaches already provide reliable results.10,12,13,17


The recent availability of TD-DFT analytical gradients both


in the gas phase27 and in solution28 provides direct access to


the structure and the properties of excited electronic states at


a reasonable computational cost. Thus, while taking into


account the caveats mentioned above, DFT and TD-DFT will


be our reference levels in the present Account.


Direct comparison with experimental results then calls for


the contemporary computation of reliable structural and spec-


troscopic parameters. In this connection it is not yet fully


appreciated that different spectroscopic properties are sensi-


tive to different structural parameters: this is nicely illustrated


in Figure 1, which sketches the dependence of isotropic g-ten-


sor shifts (∆giso) and nitrogen hyperfine coupling constants (aN)


on the NO bond length and the out of plane displacement of


the oxygen atom in a typical nitroxide radical (2,2,5,5-tetram-


ethyl-pyrroline-N-oxyl, hereafter PROXYL). The results obtained


from a simulation in the gas phase (see below for details)


point out that ∆giso is almost linearly dependent on the NO


bond length, whereas it does not display any regular varia-


FIGURE 1. Computed hcc and isotropic g-tensor shifts from a MD simulation of PROXYL in the gas phase.


Quantum Mechanical Computations and Spectroscopy Barone et al.


Vol. 41, No. 5 May 2008 605-616 ACCOUNTS OF CHEMICAL RESEARCH 607







tion with respect to out-of-plane motion; aN shows just the


opposite trend.18 This means that QM methods (e.g., GGA


functionals) or basis sets (e.g., lack of diffuse functions) that


provide poor NO bond lengths cannot deliver reliable mag-


netic parameters, irrespective of the sophistication of the sol-


vent and dynamical models employed. As a matter of fact, all


the building blocks of an integrated computational strategy


must be checked independently for their accuracy.


Furthermore, dynamic effects need to be taken into the


proper account. Although this is, in general, a quite ambi-


tious long-term target, which will be discussed in further


detail in the next sections, we point out that, under some


favorable circumstances, reliable results can be already


obtained. In the particular case of electron paramagnetic


resonance (EPR) spectroscopy, a new general computational


approach combining QM calculations of structures and mag-


netic tensors with the treatment of rotational diffusion in


solution by the stochastic Liouville equation (SLE) approach


is leading to remarkable agreement between experimen-


tal and computed spectra for a number of test cases.20,21


Although time scale separation cannot be used to the same


extent for optical spectroscopies, reasonable simulations of


line broadenings can be performed also in this case by a


wise integration of time-dependent and time-independent


approaches.


At the heart of all these approaches is the proper treatment


of molecular vibrations, which play the double role of direct


spectroscopic signatures (IR and Raman spectra)6,7 and of


backstage for, at least, line shapes in all the other spec-


troscopies.10 A basic but often overlooked effect is the differ-


ence of zero-point energy (ZPE) between ground and excited


electronic states. The occupation of antibonding molecular


orbitals in excited states leads to a different (usually reduced)


ZPE: for example, for uracil in aqueous solution, the zero-point


correction of the ground state is 0.16 eV larger than that of


the bright excited state9 (for other pyrimidine bases, similar


values are obtained). For coumarin C153 in DMSO, the differ-


ence between the zero-point corrections, though smaller, still


amounts to 0.1 eV.10 Since the most sophisticated post-HF


methods are claimed to provide an agreement with experi-


ments within 0.2–0.3 eV, it is clear that the effect of zero-


point corrections should be considered not only for a better


comparison with experiments, but also for putting on a firmer


ground any consideration about the accuracy of different QM


calculations.


3. Solvent Effects


Almost all the spectroscopic parameters of a molecule exhibit


a more or less marked dependence on the nature of the


embedding medium (hereafter broadly referred to as sol-


vent).29


The treatment of “static” solvent effects can be considered


well assessed for several spectroscopic techniques. Bulk con-


tributions can be accounted for by at least two different


approaches. The most direct procedure consists in including in


the calculations a number of explicit solvent molecules large


enough to reproduce the properties of the bulk (e.g., the mac-


roscopic dielectric constant). However, when this kind of


approach is used, a correct placement of the first solvent shell


molecules is required, since it can strongly influence the qual-


ity of the computed solvent shifts of the spectroscopic observ-


ables. Furthermore, a correct reproduction of bulk effects by


explicit solvent molecules requires a proper averaging of dif-


ferent configurations, thus leading to unreasonable computer


costs unless simplified models or a low number of solvent


molecules are used. As a consequence, continuum models (in


particular, the so-called polarizable continuum model, PCM)


emerged in the last two decades as the most effective tools to


treat bulk solvent effects for both ground and excited states.23


It is also noteworthy that the extension of continuum mod-


els to the study of large systems can now be considered an


assessed problem thanks to the implementation of effective


and fast procedures.31


On the grounds of our experience, we can say that PCM


alone is sufficient to reproduce the effect of non-hydrogen-


bonding (even significantly polar) solvents on the spectro-


scopic parameters. See, for example, the study of the


absorption spectra of coumarin C153 in DMSO and in cyclo-


hexane10 and of nucleobases in acetonitrile,9 as well as the


computation of the EPR/NMR parameters of several molecules


in different solvents.13,17 On the other hand, in hydrogen-


bonding solvents, the inclusion of the cybotactic region is


mandatory:9,17,19 mixed discrete/continuum models appear


very effective in such cases, allowing inclusion of a small num-


ber of molecules belonging to the first solvation shell, while


bulk effects are taken into account at the PCM level.


As illustrative example, we can consider the energy of the


two lowest energy excited states in pyrimidine nucleobases


(uracil, thymine, etc.): one (dark) state corresponds to a tran-


sition from a carbonyl lone pair toward the π* LUMO; the


other (bright) state originates from a π f π* HOMO–LUMO


transition. Only when an integrated discrete-continuum


approach is employed does it become possible to reproduce
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the effect of aqueous solution on the excitation energy of the


bright state and on the relative energy of both excited states.9


A key problem to be solved in this context is the number


of solvent molecules to be explicitly included in the calcula-


tions. Although a general answer can hardly be given, some


experience is being gathered on a number of aspects. The first


point is that, concerning property evaluation, use of contin-


uum solvent methods leads to a quite rapid convergence with


the number of explicit solvent molecules. This is nicely illus-


trated by Figure 2, which shows the convergence of the 17O


NMR shielding of acetone with the number of explicit solvent


molecules.13 It is quite evident that bulk effects cannot be


neglected, but at the same time, the difference between


explicit and continuum models nearly vanishes beyond the


first solvent shell.


A more subtle issue concerns the nature of solute–solvent


interactions, since solvent molecules can be safely described


by simple molecular mechanics (MM) force fields, instead of


being treated at the QM level, only when electrostatic inter-


actions rule the studied process. This can be sufficient in a


number of situations concerning structures and interaction


energies, but the situation is more involved when it comes to


computation of properties, since the response of the solute


wave function to solvent effects often depends on non-classi-


cal terms (e.g., Pauli repulsion), which are outside the field of


MM, irrespective of the sophistication of the parametrization


(polarizable force fields, flexible geometry, etc.). Furthermore,


whenever one or more solvent molecules are involved in elec-


tron (or spin) transfer from the solute, their treatment at the


QM level becomes mandatory. Here a two-step procedure can


be profitably employed in which (i) a sufficient number of ref-


erence structures is generated by geometry optimizations or


dynamic simulations at a suitable computational level and (ii)


the property evaluation is performed a posteriori possibly


adopting a higher computational level or a number of explicit


solvent molecules smaller than that used in the former stage.


Several studies suggest that NMR and EPR parameters are


often tuned by nonelectrostatic (essentially Pauli repulsion)


first-shell contributions, whereas solvent shifts of UV transi-


tions are dominated by electrostatic contributions, even if non-


bonded interaction can also play some role.7 At the same


time, NMR shieldings and EPR hyperfine coupling constants


(hcc’s) are local parameters, so the solvent molecules to be


treated at the QM level can be selectively chosen depending


on the solute atoms whose NMR or EPR parameters are


sought. Figure 3 sketches the role of different contributions in


determining the overall hcc’s for different atoms of the dipep-


tide analogue of tirosyl radical.16


4. Time-Independent and Time-Dependent
Models
For isolated systems, time-independent approaches are often


very effective. Here, the harmonic level of approximation can


be taken for realized both in vacuum and in condensed


phases. For semirigid molecules, second-order perturbation


theory (PT2) is leading to very effective computational imple-


mentations including anharmonic contributions and pro-


viding remarkable agreement with experiment when the


underlying electronic QM model is sufficiently reliable.6


Let us consider, as an example, the interaction between a


typical nitroxide radical (2,2,6,6-tetramethyl-piperidine-N-oxyl,


hereafter TEMPO) and phenol. Since the NO stretching has a


very low intensity, the best experimental probe is the OH


stretching, which is, however, highly anharmonic. In the gas


phase, the computed (harmonic) IR spectra of the free phe-


nol and of the TEMPO-phenol complex show peaks at 3889


and 3550 cm-1, respectively (Figure 4); when the CHCl3 solu-


tion used in experiments is accounted for by the PCM, these


wavenumbers are shifted to 3854 and 3491 cm-1, respec-


tively. Thus, formation of the adduct between TEMPO and


phenol leads to a computed red shift of the O-H stretching


(339 cm-1 in the gas phase, 363 cm-1 in CHCl3 solution) in


remarkable agreement with its experimental counterpart (310


cm-1). While the computed frequencies are overestimated (by


about 300 cm-1) with respect to the experimental ones, inclu-


sion of anharmonicity for XH stretchings and their couplings


with other modes at the PT2 level leads to an OH stretching


in quantitative agreement with experiment (harmonic ) 3889


cm-1; anharmonic ) 3688 cm-1; experimental ) 3656


cm-1).


However, band shifts induced by hydrogen bond (harmonic


339 cm-1, anharmonic 345 cm-1) and solvent effects (har-


monic 363 cm-1, anharmonic 358 cm-1) are reproduced with


FIGURE 2. Average 17O NMR shielding constants of acetone either
in the absence (full line) or in the presence (dashed line) of the PCM
on acetone–water clusters of different size.
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satisfactory accuracy by a simple harmonic treatment, a gen-


eral trend that is confirmed also in the present case.


It is well-known that large amplitude, low frequency vibra-


tional motions, in particular hindered rotations and inversions,


FIGURE 3. Different contributions to the hcc’s of the dipeptide analogue of tyrosine radical: blue, in vacuum; dark blue, rigid geometry PCM
effect; purple, geometry reoptimization with PCM; yellow, two water molecules + PCM; red, experiment.


FIGURE 4. IR spectra for the free phenol, TEMPO, and the hydrogen-bonded complex computed in the gas phase at the harmonic level.
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may affect the spectroscopic parameters significantly.17 As a


consequence, effective computational procedures able to take


vibrational averaging effects into proper account have been


developed, which, in several cases (concerning mainly mag-


netic spectroscopies), have allowed significant improvement in


the agreement between computed and experimentally derived


parameters.


Let us consider, as an example, the EPR spectrum of the


5,6-dihydro-5-thymyl radical (referred to as 5-yl, see Figure 5)


issuing from the addition of hydrogen atoms to thymine.


When the spectrum is recorded at finite temperature, a sin-


gle hcc (34.5 G) is observed for both �-hydrogen atoms. The


theoretical determination of such parameters on the basis of


a static model is inadequate (see the parameters calculated for


the minimum structure in the ground state in Table 1).15 Mag-


netic equivalence can be restored only after proper averag-


ing with respect to large amplitude motions mainly


represented by the inversion of the C6 methylene group. This


internal mode is well separated from the other ones, and its


vibrational states can be obtained with good accuracy by an


effective vibrational Hamiltonian depending explicitly only on


the large amplitude coordinate and its conjugate momentum.


Averaging of the hcc’s over the corresponding vibrational


states leads to identical coupling constants for both �-hydro-


gens at 0, 77, and 298 K (Figure 5b and Table 1), which are,


furthermore, in remarkable agreement with their experimen-


tal counterparts.15


An alternative and complementary approach relies on sta-


tistical analysis of ab initio molecular dynamics simulations.


Extended Lagrangian approaches introduced by Car and Par-


rinello32 are particularly effective to compute on the fly poten-


tial energies and forces at quantum mechanical level. While


periodic boundary conditions (PBC) represent the natural


choice in standard plane wave implementations, use of local-


ized basis functions (like in the so-called atom-centered den-


sity matrix propagation (ADMP) approach)33,34 calls for the


development of alternative nonperiodic boundary conditions.


According to this new model, hereafter referred to as gen-


eral liquid optimized boundary (GLOB),7,8,19 (Figure 6), the sol-


ute–solvent system is described by an effective Hamiltonian,
FIGURE 5. Potential energy, lower vibrational wave functions
(upper panel) and hcc’s of �-hydrogen atoms (lower panel) as a
function of the out of plane motion of C6 for 5-yl radical.


TABLE 1. Isotropic hcc’s (gauss) of the �-Hydrogen Atoms in the
5-yl Radical Calculated at the B3LYP/EPRII Level


minimum a0K 〈a〉77K 〈a〉298K expt


H�1 25.4 33.0 32.7 32.3 34.5
H�2 40 33.0 32.7 32.3 34.5


FIGURE 6. GLOB model for an aqueous solution of acetone.
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composed of a “high-level” region treated at full QM level rep-


resenting the solute and, possibly, a few solvent molecules


and a “low level” region treated by a MM force field, which


includes all the surrounding solvent molecules providing an


electrostatic embedding (generated by their charge distribu-


tion) of the quantum core. Moreover, both QM and MM inter-


actions with bulk solvent are taken into account by a mean


field approach including an exact treatment of the electro-


static reaction field and an effective representation of short-


range (repulsion and dispersion) interactions derived so as to


minimize edge effects on the solvent orientation, density, and


average energy.


A very important point is the extent to which a dynamic


(expensive) simulation is needed and when it can be replaced


by a much cheaper optimization of a single representative


structure. Figure 7 shows a comparison of different spectro-


scopic properties obtained from geometry optimizations of


embedded clusters and from extended Lagrangian simula-


tions. It is quite apparent that with the possible exception of


isotropic hcc’s of rigid radicals, proper account of the effects


of solute vibrations and solvent librations is mandatory when


computing spectroscopic properties for systems in solution; of


course, the quality of the dynamics and the extent of the sam-


pling (time scale of the MD simulations) are also crucial for the


accuracy of the final results.


This time-dependent approach is particularly suited to the


computation of IR spectra in solution and to their interpreta-


tion beyond the harmonic approximation. The infrared absorp-


tion coefficient, R(ω), can be obtained from the analysis of the


dipole moment autocorrelation in the frequency domain. Fur-


thermore, a vibrational analysis can be performed evaluat-


ing generalized normal modes Qi, with associated frequencies


νi from eigenvectors and eigenvalues of the covariance matrix


of the nuclear linear momenta.6 Use of the same QM level for


both the quantum time-independent (gas phase) and classic


time-dependent (solution) pictures allows for a synergic appli-


cation of the methods in the evaluation of solvent shifts on


vibrational frequencies.


In Table 2, we report the frequency analysis of the charac-


teristic amide modes (AI, CO stretching; AII and AIII, combina-


tions of NC stretching and CNH bending) for the trans-N-


methylacetamide (NMA) molecule. Solvent shifts are evaluated


FIGURE 7. Solvent shifts of spectroscopic properties: blue, values computed on minimum-energy structures; magenta, values averaged over
the MD trajectories; yellow, experimental values (when available).
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from the analysis of a GLOB/ADMP trajectory collected for


NMA in aqueous solution at normal conditions and a pertur-


bative anharmonic treatment performed for the NMA in gas


phase.35 The nice agreement with the experimental values36


points out the reliability of the proposed computational


approach.


5. From Spectral Parameters to Line
Shapes
We have already sketched the key methodological steps for


the calculation of absorption and emission spectra. Thanks to


the availability of PCM/TD-DFT analytical gradients in solu-


tion, reliable energy minima and (numerical) vibrational


modes can be obtained. Dynamical solvent effects (of para-


mount importance in the study of time-dependent phenom-


ena) can be easily included by the PCM37 and effective


procedures for the calculation of the Franck–Condon factors


have been implemented.11 Combination of the above meth-


odological advances allows computation of absorption and


emission spectra of several systems, getting a very good


agreement with the experiments. For example, without using


any adjustable parameter (apart from inhomogeneous broad-


ening), it is possible to reproduce the changes of the absorp-


tion spectra of coumarin C153 (a benchmark molecule for the


study of solvatochromism) when going from cyclohexane to


dimethylsulfoxide solvents (see Figure 8).10


The solution of the vibrational problem, at least at the har-


monic level, is not significantly limited by the dimension of the


molecule under study. Once the geometry and vibrational fre-


quencies of the relevant electronic states are available, the


bottleneck for the computation of vibrationally resolved opti-


cal spectra is represented by the huge number of overlaps


among the vibrational states that should be in principle com-


puted. However, a novel effective strategy for selecting the rel-


evant overlaps to be calculated, especially devised for large


molecules,17,18 is able to avoid unaffordable computational


costs.


Let us now turn to EPR spectroscopy, where line shapes are


ruled by rotational dynamics of the probe in the medium. We


shall consider, for purposes of illustration, the p-(methylthio)-


phenyl-nitronyl-nitroxide (MTPNN) radical (Figure 9) in tolu-


ene solution. Although at least two relevant internal degrees


of freedom, that is, dihedral angles, can be identified between


the SCH3 group and the phenyl group and between the


phenyl group and the nitroxide group, QM computations indi-


cate that the motional regime for the first angle is fast enough


to be practically negligible, while the second angle is affected


by localized librations around the planar conformation. To


keep our example simple, we shall not consider explicitly the


coupling with this relatively soft degree of freedom; thus we


end up with an effective spin Hamiltonian ruled by computed


g and A tensors. Since the system is dissolved in an isotropic


fluid and no glassy phases will be considered, the motional


regime assumed for the molecules is purely freely diffusive.


In Figure 9, we show a selection of results20 in which


experimental and calculated spectra are compared at 292 and


155 K. The results are quite satisfactory, especially when con-


sidering that no fitted parameters but only calculated quanti-


ties (via QM and hydrodynamic models) have been employed.


The overall agreement of the spectral line shapes, particu-


larly at low temperatures, is a convincing proof that the sim-


plified dynamic modeling implemented in the stochastic


Liouville equation through a purely rotational stochastic dif-


fusive operator and the hydrodynamic calculation of the rota-


tional diffusion tensor is sufficient to describe the main slow


relaxation processes. In our opinion, the above results show


the potentialities of an integrated computational approach and


the validity of the assumptions made in the specific


application.


6. Concluding Remarks and Perspectives


We have sketched integrated and general strategies for com-


puting spectroscopic observables of large and flexible systems


TABLE 2. Vibrational Frequencies (cm-1) of trans-N-
Methylacetamidea


PT2 gas phase GLOB/ADMP solution expt solution (ref 36)


AI 1723 1625 (∆ )-98) 1625 (∆ )-98)
AII 1533 1613 (∆ )+80) 1582 (∆ )+82)
AIII 1244 1272 (∆ )+28) 1316 (∆ )+51)
a Solvent shifts are given in parentheses.


FIGURE 8. Computed spectra for coumarin C153 in cyclohexane
and in DMSO. Both spectra are red-shifted by 400 cm-1. The
experimental spectra (in black) are shown for comparison.
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in condensed phases, which are the results of ongoing devel-


opments in our group. Such strategies are based on QM/MM


techniques using localized basis sets and coupled to nonpe-


riodic boundary conditions. In structural and dynamical char-


acterizations, methods rooted in density functional theory and


its time-dependent extension are used for the QM part,


whereas higher-level QM methods can be used, when needed,


for the a posteriori calculation of spectroscopic parameters.


Short-time dynamical effects are introduced by either time-


independent or time-dependent approaches. As illustrative


applications, we have considered vibrational and solvent


effects on NMR chemical shifts, UV–vis absorption spectra, and


EPR parameters. The situation is different for long-time dynam-


ical effects ruling line shapes. Here, only the integration of


quantum mechanical and stochastic techniques could offer a


viable route. The first examples of such an effort are indeed


quite promising and suggest that further work will lead to


exciting results for more complex situations. In general terms,


we can say that though further developments are surely


needed, the accuracy of the computed spectroscopic param-


eters already allows for a direct comparison with measure-


ments in a number of interesting situations and represents a


valuable complement to experimental results. Furthermore,


thanks to the implementation of all these items in user-


friendly computer codes, this type of analyses is (or will shortly


be) also feasible by nonspecialists. The possibility to rely on


this kind of comparison between computed and measured


spectra represents by itself an important asset and would cer-


tainly justify an interdisciplinary approach to spectroscopic and


structural problems in different fields of chemistry. However,


apart from this practical application, computational approaches


provide, in this as well as in many other fields, a unique


opportunity to dissect different contributions to a measured


property, to rationalize trends, and to explore differences


among various molecules or classes of compounds. Using to


full advantage these interpretative potentialities requires per-


FIGURE 9. Sketch of the MTPNN structure and comparison between its experimental (continuous line) and calculated (dotted line) CW-ESR
spectra in toluene at 292 and 155 K.
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haps a larger dose of theoretical experience, but in perspec-


tive the increased understanding of the spectroscopic behavior


of complex systems will probably represent the main advan-


tage from a closer interaction between computational and


experimental chemists.
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